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Zusammenfassung

Das HERA-B-Experiment befindet sich am HERA-Beschleuniger bei DESY,
Ziel dieses Experimentes war die Messung der CP-Verletzung in dem Sys-
tem der neutralen B-Mesonen. Das inneren Spurkammersystem von HERA-B
besteht aus GEM-MSGC-Detektoren.
Im ersten Teil der Arbeit wird die Entwicklung eines Spurrekonstruktions- Al-
gorithmus (CATS) für das inneren Spurkammersystem vorgestellt. Der Algo-
rithmus wurde erfolgreich während der Online-Datennahme und für die Offline-
Aufbereitung der Daten der Jahre 2002/03 benutzt.
Die Betriebseigenschaften des inneren Spurkammersystems während der Inbe-
triebnahme wurden bestimmt. Die angewendete Methode basiert auf dem für
das innere Spurkammersystem entwickelten Spurrekonstruktions-Algorithmus.
Mit Hilfe der gemessenen Effizienzen der Einzeldetektoren wurden die indi-
viduellen GEM-Spannungen korrigiert, um die Gesamteffizienz des inneren
Spurkammersystems zu verbessern.
Im zweiten Teil der Arbeit wird eine Messung des inklusiven Produktions-
Wirkungsquerschnitts dσpA/dxF und dσpA/dp

2
t für K0

S, Λ und Λ̄ Teilchenpro-
duktion in pN-Kollisionen bei

√
s=41.6 GeV vorgestellt. Daten aus Proton-

Kohlenstoff, Titan und Wolfram Wechselwirkungen wurden benutzt. Die
Massenabhängikeit des Wirkungsquerschnitts σpA wurde gemessen.

Abstract

The HERA-B experiment located at the HERA collider at DESY, was designed
and built to measure CP violation in the system of neutral B mesons. One
of the HERA-B detector components is the Inner Tracker, which consists of
Micro-Strip Gas Counters with a Gas-Electron Multiplier (GEM-MSGC).
This thesis describes the development of a pattern recognition algorithm
(CATS) for the Inner Tracking system of HERA-B. The algorithm was success-
fully used during online data taking and offline reprocessing of the collected
data in the years 2002 and 2003.
During the running period 2002/03 the performance of the Inner Tracking
system was estimated. The applied procedure was based on the developed
pattern recognition algorithm. With the help of the measured efficiencies, a
tuning of the GEM voltages was performed in order to increase the efficiency
of the Inner Tracking system.
The second part of this thesis describes a measurement of the inclusive differ-
ential cross sections dσpA/dxF and dσpA/dp

2
t for the production of K0

S, Λ and
Λ̄ particles produced in pN collisions at

√
s=41.6 GeV. As target materials C,

Ti and W were used and the dependence of the total cross section σpA on the
target atomic mass is measured.
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Chapter 1

Introduction

This chapter presents a brief overview of the original physics goal of HERA-B - measuring
CP violation in the decays of neutral B mesons. Finally the modified physics program is
outlined.

The violation of CP symmetry was first observed in the system of neutral K mesons
(K0− K̄0). The K0

L has a CP eigenstate of -1 but it was shown that it can also decay into
two charged pions with a CP eigenstate of +1. The Standard Model offers a mechanism
which can explain this violation. The system of neutral B mesons should also show
CP violation mediated by the same mechanism and in addition the CP violation in the
B-system should be large relative to the Kaon system.

HERA-B was approved in 1994 [1] but the start of the HERA-B experiment was de-
layed by several years due to problems during detector development and commissioning.
The e+e− B factory approach was chosen by two experiments: BaBar [29] collaboration
at SLAC and Belle [30] collaboration at KEK, they were able to present their first mea-
surements of CP violation already in 2000. Since that moment the measurements have
reached an accuracy level that can not be reached by HERA-B. HERA-B was commis-
sioned in 1999 with a short data taking run. In 2000/01, during the HERA luminosity
upgrade, HERA-B detector was partially upgraded and finalized. Since it became obvious
that HERA-B is no longer competitive in B-physics a new physical program was proposed
for the data taking in 2002/2003.

1.0.1 CP violation

CP is a symmetry that relates particles and antiparticles. If CP would be an exact
symmetry than it would be hard to explain why our universe consist almost exclusively
of matter and hardly any antimatter can be found.

Charge conjugation (C, particles are replaced by their antiparticles) and Parity (P,
Space Inversion) are discrete operators. They are conserved symmetries in strong inter-
actions but they are maximally violated in weak interactions. However, it was thought
for some time that the combination of the two is conserved in weak interactions. But in
1964 a small CP violation was observed in the Kaon system.

The Standard Model offers the following explanation: the eigenstates of the weak
interaction of quarks do not coincide with the mass eigenstates, the transition between
the two bases is described by the Cabbibo-Kobayashi-Maskawa (CKM) matrix VCKM :
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VCKM =




Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb




This matrix is unitary, so its parameters are bound by unitarity relations. Four param-
eters of the matrix remain free. In the Wolfenstein [31] parametrisation, the parameters
are expanded in powers of the Cabbibo angle θC .

VCKM =




1 − 1
2
λ2 λ Aλ3(ρ− iη + i

2
ηλ2)

−λ 1 − 1
2
λ2 − iηA2λ4 Aλ2(1 + iηλ2)

Aλ3(1 − ρ− iη) −Aλ2 1




where is λ = sinθC . One of these parameters is complex (η) and it is the one that is
responsible for CP violation. The unitarity constraints can be displayed as triangles in
the complex plane where the sides are products of the CKM matrix parameters. One of
such triangles is shown below:

Vud ∗ V ∗

td + Vus ∗ V ∗

ts + Vub ∗ V ∗

tb = 0

, with angles α, β, γ. The area of the triangle indicates the strength of the CP violation.

(1,0)(0,0)

γ β

α

(ρ,η)

η

ρ

V*
____

Vcbλ| |
Vtd____

Vcbλ| |

ub

Figure 1.1: CKM unitarity triangle.

In order to measure CP violation in the B system, B0 or B̄0 mesons have to be
produced, their flavour tagged, and their decays reconstructed. The design of HERA-B
was optimized for the measurement of the “Golden Decay”:

B0orB̄0 → J/ψK0
S

which through the asymmetry in the rates of the decays of B0 and B̄0 mesons to the
same final state will give sin2β, one of the angles of the unitarity triangle, with very little
theoretical uncertainties:

sin2β ≈ NB̄0 −NB0

NB̄0 +NB0

Other decays such as:
B0orB̄0 → π+π−

B0orB̄0 → ρ0K0
S
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provide access to the angles α and γ. However, these decays are theoretically not as clean
as the “Golden Decay”. Due to contributing “penguin” amplitudes which are not easy to
calculate, this affects the correspondence between the asymmetries and the angles of the
unitarity triangle.

1.0.2 Physics Programme for Data Taking 2002/03

The proposed physics program for the run 2002/03 concentrates on the physics feasible
with the existing detector (The HERA-B detector is optimized for the detection of lepton
pairs with high transverse momentum). The physics program includes the measurements
of nuclear effects in charmonium production and the determination of the bb̄ production
cross section in proton-nucleon collisions by using the existing dilepton trigger. In addition
by collecting Minimum Bias events , HERA-B offers the unique possibility to contribute to
QCD physics. One of the topics is the production cross section of strange particles [18, 19].

The main interest in the measurement of strange particle production cross section in
nuclei is driven by heavy ion physics. In heavy ion collisions carried out at RHIC1 at
BNL2 or SPS3 at CERN4 a strangeness enhancement is one of the major interests. It
is believed that a strangeness enhancement could be a signature for the phase transition
from quark-gluon plasma to normal nuclear matter.

1.0.3 The Search for QGP

At sufficiently high temperature and density, the colour force between quarks becomes
so small that they can behave as essentially non-interacting free particles. Therefore, if
the conditions are extreme enough, the quarks should lose their confinement and a phase
transition to a “new” form of matter should occur. This “new” form of matter is known as
the Quark-Gluon Plasma (QGP) [20]. It is widely believed that with the help of heavy-ion
colliders, it is possible to achieve this deconfined state. If so, a QGP system in a short
time cools-down and re-hadronizes. The different stages are shown in Fig. 1.2.

The process is started when heavy-ion beams collide and a fireball is created. During
an initial stage, many quarks and gluons are created in the collision volume in inelastic
collisions. At the pre-equilibrium stage, these “secondary” partons interact with them-
selves. With the increase of parton density, qq̄ pairs are created more easily due to the
high temperature (Debye–screening process). When this partonic matter reaches equi-
librium, it is called Quark-Gluon Plasma. At some point the fireball expands due to
the internal pressure. It cools down and the system crosses the phase boundary, partons
start to hadronize. At the end, the system expands until it is cool enough so that elastic
collisions between particles can no longer occur and the particles’ momenta are fixed.

As the deconfined phase is very short lived, it is impossible to detect it directly.
Therefore, in order to conclude whether the phase transition occurred, the measurement
of a quantity which is specific for the QGP phase is required.

1Relativistic Heavy Ion Collider
2Brookhaven National Laboratory
3Super Proton Synchrotron
4European Organization for Nuclear Research, Geneva
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Incoming Heavy Ion Beams

Time

Pre - 
Equilibrium

Quark-Gluon

Plasma

Hadronic
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Phase
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Freeze
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Primary InteractionSpace Space

Figure 1.2: The space-time evolution of a heavy-ion collision, which undergoes a phase tran-
sition to a QGP [21].

The use of global observables, such as energy density as a function of temperature
has a problem. A calculation of the energy density is model dependent and if the phase
transition is continuous more than first order, the energy density will increase linearly
with increasing temperature in the transition area. In order to avoid such a problem,
other observables are used to search for a deconfined state of matter. It is predicted, that
the phase transition can be seen experimentally in the following effects:

• Hard thermal dilepton/photon emission. Direct photons carry information about
the thermodynamics of the QGP phase because their momentum distributions are
determined by the temperature of the quarks, antiquarks and gluons in the plasma
and because they are not affected by the hadronization. The momentum distribu-
tions of those photons should show an excess at higher transverse momenta, because
the QGP should be formed at temperatures higher than those in the hadronic phase.
Dileptons (lepton pairs: e+, e− and µ+, µ−) also carry information about the ther-
modynamic properties of the fireball.

• Charmonium suppression. In a QGP phase, the cc̄ pairs may become unbound due
to the process of Debye–screening, which leads to a suppression in the measured
yield of J/ψ. The process of Debye–screening occurs at high hadronic densities. A
quark can interact with quarks of other hadrons, then the quark is not connected to
a hadron and can propagate freely through a volume of deconfined quark and gluon
matter.

• Strangeness enhancement. The production of strange and anti-strange quarks was
proposed by Rafelski in 1982, as a probe to study the QGP phase transition. There
are more available production channels for ss̄ pairs in the QGP, due to the high
gluon density and gluon fusion and annihilation of light qq̄ pairs, then in ordinary pp
interaction. The gluonic channels contribute more than 80% to the total production
rate for strange quarks.
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1.0.4 Strangeness production in a Quark Gluon Plasma

The threshold energy required to produce a pair of ss̄ quarks is just the mass of two strange
quarks. Due to the high temperature involved in the QGP phase, the thermal production
of ss̄ pairs becomes possible. Another source of enhancement of ss̄ pairs comes from the
process of Pauli blocking of the light quarks. As all quarks are fermions, they obey the
Pauli Exclusion Principle. Therefore, as more and more light quarks are produced in the
collision, they fill up the available low energy levels and it becomes favourable to create
ss̄ pairs. The production of anti-strange and multi-strange baryons will be enhanced as
well.

Even if an enhancement of strangeness occurs in the QGP, there are some difficulties
in quantifying the magnitude of this enhancement. The lifetime of the QGP phase is
unknown, it is impossible to compute the actual values of particle production. An en-
hancement is expected to occur in A+A collisions compared to scaled p+p collisions (sec-
ondary collisions). Therefore, the unanswered theoretical question is what is the normal
enhancement expected in A+A collisions. This can only be extracted from experimental
results.

In order to summarize, before one can apply strangeness enhancement as a probe in
nuclear collisions, it is important to fulfill a sequence of steps:

• study the elementary production process in p-p to determine its behaviour in the
absence of any nuclear effects,

• determine its behaviour in the confined nuclear matter,

• check if in A-B collisions there are deviations from the “normal” behaviour observed
in the confined nuclear matter.

Therefore pA experiments are a very important intermediate step, which can help to
understand the behaviour of strange matter before to make any conclusions about the
signature of QGP.
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Chapter 2

The HERA-B experiment

2.1 The HERA Storage ring

HERA-B is one of the four high energy experiments which are located at the HERA1

collider at DESY2 in the North-West of Hamburg. It accelerates positrons or electrons to
27.5 GeV and protons to 920 GeV and has a circumference of 6.3 km.

The two beams are colliding at two interactions zones ( Hall North and Hall South),
where the experiments H1 and Zeus are placed (see Fig. 2.1). The physical programs
of these experiments include: measuring of the proton structure, studies of the hadronic
final state including jet physics, diffractive scattering in deep inelastic scattering and
photo production of jets.

In the east hall of HERA a fixed target experiment HERMES is situated. The ex-
periment uses longitudinally polarized positrons and has an internal polarized gas target.
HERMES investigates the spin structure of the nucleon.

The fourth experiment is HERA-B and it is located in the experimental hall West.
HERA-B uses only the proton beam, by introducing thin target wires in the halo of the
proton beam interactions of the protons with the target wires are produced. This setup
allows an operation at high interaction rates without disturbing the operation of the other
experiments. The physical program of the HERA-B experiment is described in chapter 1.

2.2 Detector overview

Fig. 2.5 shows a schematic view of the HERA-B experiment. The experiment has the
typical setup of a forward magnet spectrometer with a fixed multi-wire target [28]. It con-
sists of a Vertex Detector followed by a warm dipole magnet, series of tracking stations in
front, inside and behind the magnet. Particle identification is provided by a Ring Imag-
ing Čerenkov Counter (RICH), Electromagnetic Calorimeter (ECAL) and Muon Detector
System. These sub-systems are briefly described below.

The HERA-B coordinate system originates at the target system with the z axis di-
rected along the proton beam, the y axis pointing upward and the x axis pointing to the
center of the HERA ring.

1Hadron-Elektron-Ring-Anlage
2Deutsches Elektronen-Synchrotron



8 CHAPTER 2. THE HERA-B EXPERIMENT

Hall North
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Figure 2.1: The layout of the accelerators and experiments situated at DESY in Hamburg.
Left: Overview over the complete facility. Right:The pre-accelerators DESY-II and PETRA
and the Hall West where the HERA-B is placed.

Target. The target consists of two stations with four wires each [2]. They can be
steered individually which allow to select specific wire configurations. Wires inserted
into the proton beam halo follow movements of the beam, keeping the interaction rate
approximately constant.

The interaction rate is measured by a set of scintillator hodoscopes placed at the
exit window of the RICH vessel. In case of a multi-wire configuration the individual
contribution of each wire to the overall rate can be measured with the help of charge
integrators.

During running in 2000, the first target station was equipped with titanium wires and
the second station contained wires made out of aluminium, carbon and tungsten. During
data taking in 2002 - 2003 aluminium, carbon, tungsten and titanium wires were used
with slightly different setup. The use of different wires allows to measure nuclear effects
in particle production. These measurements can be performed using two wires at the
same time, reducing possible impact of the detector or beam changes with time on the
systematic error.

The target mechanics and the Vertex Detector System are build into one vacuum
vessel which is a part of the primary vacuum of the proton beam (Roman Pot system).

The original reason for the target setup of 8 wires subdivided to 2 stations was chosen
to achieve efficient primary vertex reconstruction at an operation rate of about 40 MHz
leading to multiple interactions in one bunch crossing.

Vertex Detector System. The Vertex Detector System [3] has eight superlayers
build of 64 double-sided silicon micro-strip counters. The first eight superlayers of the
VDS are placed inside the vacuum vessel. In order to retract the counters during the
beam injection the system of manipulators and Roman pots to reduce multiple scattering
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is foreseen. In the operation phase (the beam reached stable conditions) the counters are
moved into their nominal positions, about 10 mm away from the beam core.

Target 
mechanics

z
y

Super−
layer 8

Target wires

Superlayer 1−7

0
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Figure 2.2: Left: Schematic view of vertex detector vessel. The target mechanics are seen.
Right: Positions of reconstructed primary vertices during a multi-wire run.

The detector has a readout pitch of 50 µm and can measure tracks with polar angles
from 10 till 250 mrad. The track information provided by the VDS is used to reconstruct
primary and secondary vertices from direct decays like J/ψ → µ+µ− or K0

s → π+π−. A
resolution for secondary vertices of about 70 µm in the x plane perpendicular to the beam
direction and 500 - 700 µm along the beam direction were obtained with real data.

Spectrometer Magnet. A warm dipole magnet, with a magnetic field integral of
2.2 Tm is used for momentum analysis. The magnetic field is orientated along the y axis.

The deflection of the proton beam by the spectrometer magnet is compensated by
three additional magnets placed upstream of the experiment. The electron beam passes
through the spectrometer magnet as well, it is protected by a specifically shaped pole face
of the spectrometer magnet and by a set of cylinders around the electron beam pipe.

Main Tracking System. The stations of the tracking system are situated along the
beam pipe. In order to be able to achieve the required spatial resolution and to cope with
the partical fluxes, the system is divided into two parts: the Inner and Outer Tracker.
The Inner Tracker (ITR) uses the GEM-MSGC technology and has to withstand a high
particle flux of up to 107s−1cm−2. It covers the region from 5 to 30 cm from the beam-
pipe and provides a spatial resolution of about 100 µm. The ITR is described in detail in
Chapter 3.

The Outer Tracker (OTR) [4] covers an area starting at 20 cm to 300 cm around the
beam-pipe with a small overlap to the ITR. It is built of honeycomb drift chambers with
a cell size of 5mm in the inner region and 10mm in the outer region. In both tracking
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systems, chambers are arranged into layers covering a full plane in the xy plane and
several layers are grouped into one superlayer. The layers of one superlayer are arranged
in three different wire orientations of: 00,+50,−50 with respect to y axis. The stereo
chambers are needed in order to resolve the y coordinate. The hit resolution of the OTR
is about 350 µm.

Ring Imaging Čerenkov Counter. The Ring Imaging Čerenkov Counter [5] is used
to distinguish between different particle types. The detection is based on the principle
that charged particles passing with a speed exceeding that of light through a medium
emit photons.

The HERA-B RICH is filled with perfluoro-butane (C4F10) at ambient pressure. To
register emitted Čerenkov light an array of photomultiplier tubes is used. With such a
kind of gas the Čerenkov momentum threshold is 2.6 GeV for pions, 9.0 GeV for kaons
and 17.2 GeV for protons.

The Čerenkov light emitted by one particle forms a ring at the plane of photomulti-
pliers.

Figure 2.3: Three-dimensional view of the HERA-B detector.

If a ring is found and matched with a track, the particle identification program can
assign a likelihood to each particle type according to the track momentum and the ring
radius.

Electromagnetic Calorimeter. The Electromagnetic Calorimeter (ECAL) [6] is a
sampling calorimeter of “shashlik” type: each cell consists of a combination of scintillia-
tor plastic planes and absorbers. Wave-length shifting fibers are inserted in the absorbing
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and scintillating material. The light output of the optical fibres is collected by photo-
multipliers. The ECAL is subdivided into inner, middle and outer parts with cell sizes of
2.23x2.23 cm2, 5.58x5.58 cm2 and 11.15x11.5 cm2 respectively. In the inner part of the
ECAL a tungsten alloy as absorber is used while outer and middle parts use lead. The
radiation length of the calorimeter is about 20 - 22 radiation length X0.

The calorimeter is designed to measure the energy of the electrons and photons and
to distinguish them from hadrons. In addition the ECAL is used in the trigger scheme to
provide a pretrigger.

Muon system. [7] To identify muons, a system of tracking chambers is placed behind
the ECAL. In order to suppress background from hadrons, steel and concrete absorbers
are placed in front of these stations. In total the absorber has a thickness of about 20
interaction lengths. The inner part of the Muon system is made of Gas Pixel Chambers
with a cell size of 9x9 mm2. They cover an area from 14 cm to 40 cm around the beam-
pipe.

The first two stations of the Muon System in the outer part consist of proportional
wire chambers arranged in three stereo views (00,+200,−200). The last two stations are
build of tube chambers with an additional pad readout. The readout pads have a size of
12x10 cm2. Pad signal coincidences, in the last two superlayers, found by the pretrigger
are used by the trigger system as track seeds.

High-pt and TRD. In addition to the described detectors two more sub-detectors
are installed: The high-pt pretrigger system and a transition radiation detector. The
high-pt detector was in parts routinely operated during the data taking in 2002/03 but
the obtained data has not been used in the reconstruction chain. The transition radiation
detector is only partly installed and did not deliver any data.

2.3 Trigger

The experiment was foreseen to collect B-decays in the channel B → J/ψK0
S (J/ψ → l+l−

and K0
S → π+π−) which are just a tiny fraction of the overall number of events. The cross

section for bb̄ is in the range of 7-70 nb/nucleon while the total inelastic cross section
for proton-nucleon scattering is of the order of 13 mb/nucleon. The branching ratio of
J/ψ → l+l− is ≈ 12% and for K0

S → π+π− is approximately 68%. One B → J/ψK0
S is

expected to be produced per 1013 inelastic events. Therefore, it is not possible to read out
and record each event, with in total 600.000 readout channels and an interaction rate of
about 10 MHz this would mean 6 Tbit/s. This is why a highly selective trigger is needed.

HERA-B uses a multi stage trigger with a rejection factor of about 105 [8].

Pretriggers. The information about possible track candidates are provided by pre-
triggers implemented in three sub-detectors: ECAL, muon and high-pt.

• The muon pretrigger looks for coincident hits which form a track segment pointing
to the target position. The information from the cathode pads in the last two
superlayers (MU3, MU4) is used.
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• The ECAL pretrigger searches for clusters consisting of 3 x 3 cells with an energy
above a threshold. The threshold can be adjusted and the ratio of the energies
deposited in the center cell and its neighbours can be applied as an additional
selection criteria. The center of gravity of the selected clusters are used as starting
points for the first level trigger lepton track search.

First Level Trigger. The first level trigger (FLT) is a hardware trigger which uses a
discrete track following algorithm for track tracing. The algorithm starts from the seeds
provided by the pretriggers (Muon and ECAL) and extrapolates backwards so called
Regions of Interest (RoI) to the tracking superlayers, using as an assumption that the
tracks originate from the target. If the algorithm finds a hit in a layer of the tracking
station, the track information is updated and the search for coincident hits in the next
layer in a smaller region of interest is performed. Fig. 2.4 shows the FLT algorithm
schematically.
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Figure 2.4: Schematic illustration of the first level trigger track tracing algorithm.

If the FLT succeeds to trace both tracks to the exit of the magnet spectrometer, the
Track Parameter Unit (TPU) estimates the momenta of the tracks. For each pair of
tracks an invariant mass is calculated, if the obtained mass exceeds a threshold the event
is kept and otherwise rejected. In order to suppress the amount of data which has to be
transfered from the readout electronics to the FLT, only four superlayers of the tracking
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system are used. The maximum possible FLT output rate of the triggering setup is about
50 kHz.

Second Level Trigger. Next trigger step is the Second Level Trigger (SLT), im-
plemented as a software trigger and based on a farm of 240 standard PCs. If an event
is accepted by the FLT, all event information which is stored in the front-end electron-
ics is transfered to the Second Level Buffer (SLB). Each triggered event is taken by one
node of the SLT farm for processing. The algorithm starts from RoIs defined by the FLT
and refines the track parameters using additional information about drift time of OTR
and full resolution of the Inner Tracker. Finally, tracks which are reconstructed in the
Main Tracker are propogated through the spectrometer magnet and track segments are
reconstructed in the Vertex Detector. The event is accepted, if the trigger tracks can be
matched with a VDS track segment and both tracks form a vertex. Complete information
about the accepted event is than transmitted to the SLT node which forms the complete
event record and transfers the record to the Fourth Level Trigger.

Fourth Level Trigger. The Fourth Level Trigger farm consists of 200 CPUs. At
this stage a complete reconstruction of an event is performed with best knowledge about
calibration and alignment constants. In parallel the search for interesting physical pro-
cesses is performed, events with candidates are marked for fast offline access during the
analysis.

At the end, raw detector information and output of the reconstruction program are
stored in one record and archived on tape in the DESY computing center. The output
rate at the end of the Fourth Level Trigger is limited to about 30 events per second.

Trigger Performance in 2002/2003. The above described trigger scenario suffered
from the low efficiencies of the tracking stations and dead regions. Therefore a special
trigger mode was used for data taking 2002/03, called the FLT/SLT “Star Mode”.

Instead of two lepton track requirement in the FLT, only a single track is required.
The SLT algorithm is started from the two pretrigger candidates. With this scenario a
rate of more than 1000 J/Ψ per hour has been achieved and approximately 250.000 J/Ψs
decaying in electron and muon channels have been collected.
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Figure 2.5: Schematic top and side view of the HERA-B experiment. From right to left can be
seen vertex vessel with target wires, magnet, tracking stations, RICH vessel, electromagnetic
calorimiter and muon system (2002-2003 setup).



Chapter 3

The Inner Tracker System

In order to deal with the high multiplicities at HERA-B, the main tracking system is
divided into two parts. These parts use different technologies and different geometries.

Tracks in a range from 10-100 mrad are in the acceptance of the Inner Tracker. The
Inner Tracker covers the region from the inner border of the Outer Tracker up to a distance
of 6 cm around the beam axis. The detector was designed and built by the Universities
Heidelberg, Siegen and Zuerich. In this chapter the used technologies and the final setup
of the detector will be presented.

The Outer Tracker covers tracks which are in the range up to 250 mrad. The size of
the outer tracker is from 20 cm till 290 cm in the plane perpendicular to the Z-axis of the
experiment. It consists of honeycomb drift chambers. 5 and 10 mm cells are used in the
inner and outer region respectively.

3.1 Requirements

The following requirements had to be fulfilled during the design of the Inner Tracker sys-
tem:

Radiation and rate environment. The Inner Tracker covers the region from 6 cm till 27
cm, this is the region with the highest occupancy. Particle flux was assumed to be in
the range from 2 × 103mm−2sec−1 in the outer edge till 2 × 104mm−2sec−1 near to the
beam pipe. It was foreseen in the HERA-B proposal, that the detector has to deal with
interaction rates up to 40 MHz. This could be translated to a radiation dose of ≈ 1
Mrad/year in the hottest area, the detector should work under such conditions for several
years and should show stable performance and high efficiency during this time.

Granularity. The granularity was chosen based on the requirement that the number of
hitted strips per event should not exceed 5-10%. The amount of fake tracks produced by
the pattern recognition program can be sufficiently higher than the acceptable level, in
case of higher multiplicity events. The high occupancy will also affect the efficiency of
the first level trigger. In order to fulfill this requirement the pitch size was chosen to be
≈ 300µm with the strip length up to 25 cm and about 350 µm pitch size for chambers
with the strip length up to 27 cm.
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Spatial resolution. The spatial resolution was required to be σx ≈ 100µm in the bending
plane of the spectrometer magnet, the resolution perpendicular to this plane should be
σy ≈ 1mm. The resolution along the proton direction should be σz ≈ 3mm. All these
requirements led to the decision to choose for the pitch size of the chambers inside the
magnet and in front of the RICH vessel 300 µm and for the chambers situated between
RICH and ECAL a pitch of 350 µm. The coordinate x is measured directly by the 00 wires
the other coordinates are provided by chambers orientated in three stereo views (avail-
able 00,+50,−50 views). The stereo angle was selected in such a way that the designed
resolution in the y plane is reached and the amount of random coincidents is limited to
an acceptable level.

Signal speed. The normal event ( interaction of protons in a single bunch with the target)
can occur every 96 ns. The electronics should be fast enough to be able to deal with this
rate.

Trigger information. Some of the Inner Tracker superlayers have to provide informations
for the FLT system. The FLT has to make a decision whether an event has to be kept or
not in about 10 µsec. The front-end electronics of the Inner Tracker has to store the full
hit information for the time period needed for the FLT to make its decision.

Magnetic field. A part of the Inner Tracker should operate in the magnetic field. The
strength of the magnetic field is about 0.85 T. The resolution and efficiency of the cham-
bers placed in the magnetic field have to fulfill the requirements mentioned above. No
magnetic materials could be used during construction.

Radiation length. The critical point is the material used for the detector production.
Therefore detectors and supports and also cables and gas pipes should be as thin as
possible (measured in radiation length X0), in order to suppress multiple scattering,
bremsstrahlung and photon conversion. All these effects have a large influence on the
momentum resolution and quality of the tracking.

3.2 Used technology

In order to fulfill all requirements the GEM-MSGC technology was chosen for the Inner
Tracker system. The technology combines a Micro-Strip Gas Counter (MSGC) with a
Gas-Electron Multiplier (GEM). A short description about operation principles of GEM-
MSGC and the actual setup will be described in this chapter.

3.2.1 MSGC, GEM, GEM-MSGC

The idea behind a Micro Strip Gas Counter (MSGC) [9] is the same as that of a Multi-Wire
Proportional Chamber (MWPC). Instead of wires in the MWPC an electrode structure
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in the MSGC is used, it is produced on a solid substrate, in case of HERA-B specific glass
is used. The solid support prevents different types of instability and allows to select a
small readout pitch. As a result the intended granularity and spatial resolution could be
achieved.

The electrode structure consists of anodes (typical width ≈ 10µm) and cathodes (typ-
ical width ≈ 170µm). The ground potential is applied to the anodes and negative voltage
to the cathodes (≈ 500 V), they play the role of field wires in case of the MWPC. A drift
field of several kV/cm is applied between the drift electrode and the MSGC structure
which forces electrons deposited by an ionizing particle to drift toward the MSGC plane.
The simulated distribution of the electrical field is shown in Fig. 3.1. The amplification
occurs near the anodes, where the electrical field strength is maximum. The amplification
factor can reach the order of several thousands. The advantage of the MSGC construction
is that field cathodes are placed close to the anodes, the ions produced in the avalanche
near the anodes are quickly removed, avoiding the build-up of space charges. A high field
strength allows to speed up drift velocity and as a result provide fast chamber signals.

AnodeAnode KathodeCathode

m10 µ

170 µ  m 60 µm

Figure 3.1: Simulated electrical field of the MSGC is shown. Gas amplification possible near
the anodes which are located in the region with a maximum field strength. The typical sizes
are indicated.

The robustness of the MSGC was tested with the help of an electron beam and photon
sources (Fe 55) [10]. The device demonstrated stable behaviour and promised to survive
during five years of operation in such environment. In the further tests, it turned out
that the electrode structure of the detector in flux of pions and protons is destroyed
nearly immediately. The reason for such a behaviour are discharges between anodes and
cathodes, caused by heavy ionizing particles passing close to the surface of the MSGC
and depositing a large amount of charge between cathode and anode. This phenomenon
was observed for the first time during beam tests in PSI and later reproduced in the
laboratory with the help of α-particle sources. These discharges ruled out the use of the
pure MSGC solution in case of HERA-B.

The Gas Electron Multiplier (GEM) [11] is a thin insulating foil, copper-clad on both
sides. The foil is perforated with a regular pattern of holes (for the perforating a chemical
etching procedure is used). The GEM is placed in the homogeneous drift field between
drift electrode and MSGC structure. The difference of potential between the two metal
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sides is ≈ 400 V. The field lines are forced through the GEM holes and inside the holes
gas amplification can occur. The amplification depends on the geometry of the holes,
thickness of the metal-clad and field configuration above and below the GEM. With the
voltages chosen for the Inner Tracker chambers the amplification at the GEM is in the
range of 20-100.

55 µm

90 µm

50 µm

7 µm

7 µm

Figure 3.2: Left: a GEM foil used for the ITR system is shown. Right: The simulated electrical
field inside the GEM hole is shown.

After a variety of tests in order to overcome the MSGC discharge problems, the solution
was found by using MSGC with GEM as pre-amplification structure for the ITR system,
this solution has proven to be resistant enough to be used. The main advantage of this
setup is that the gas amplification occurs at two well separated stages and the gas gain
at the MSGC structure can be reduced. With the help of the amplification separation,
the discharge probability could be reduced by several orders of magnitude and a stable
and efficient operation of the GEM-MSGC can be achieved also in hadronic beams.

3.2.2 GEM-MSGC at HERA-B

The GEM-MSGC chamber used in the Inner Tracker system of HERA-B is schematically
shown in Fig. 3.3.

In case of HERA-B the GEM foil is a 50 µm thick Kapton foil claded with 7 µm
copper layers on both sides. The GEM holes have a double conical shape with a diameter
of about 55 µm at the narrowest point. The smallest distance between two holes is about
140 µm. All foils used for the construction of the ITR chambers were produced at the
CERN workshop with the help of a photolithographic method. The GEM foil is stretched
and mounted on a hollow frame.

The MSGC wafer is made out of 400 µm thin DESAG AF45 glass [13], coated with
a 80 nm layer of amorphous carbon (“diamond like coating”). This coating has been
produced by a CVD (chemical vapor deposition) process [12]. The coating is used to
get a well-defined surface resistivity. The electrode structure is produced on top of this
coating with a photo-lithographic process. The strips are made out of 500 nm gold, the
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anode strips have a width of 10 µm the cathode strips of 170 µm, between anode and
cathode is a 60 µm gap resulting in a pitch size of 300 µm. The number of strips per
chamber is up to 756, depending on the type of the chamber.

The drift cathode is made of a compoud of 125 µm Kapton and 300 µm G10 copper
cladded with 18 µm copper.

Three types of Inner Tracker chambers are used, they differ in the radius of the beam-
pipe recess and outer dimensions. The chambers situated behind the RICH have a larger
dimensions. In order to keep the number of readout channels per chamber constant the
pitch size has been increased to 350 µm. The geometrical parameters of the chambers
used in the different superlayers are summarized in Table 3.1.

As counting gas for the GEM-MSGC chambers a mixture of Ar/CO2 has been chosen
with a composition of 70 % Argon and 30% CO2.

Cathode

Drift cover

plate

Figure 3.3: Sketch of the GEM-MSGC chamber used in the Inner Tracker system. The typical
dimensions are indicated.

The use of the GEM in additional to the MSGC improved stability and solved the
MSGC problems. However due to the introduction of the GEM foil the operation of
the coupled GEM-MSGC device with 5 different electric potentials became more compli-
cated [14].

3.3 The Inner Tracker system

One GEM-MSGC chamber allows to measure one coordinate of a track impact point. In
order to perform track reconstruction several chambers have to be combined, to provide
measurements of the track impact points in different stereo projections.
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Type Size Superlayer Pitch Beam-pipe Number of
size recess anode strips

I 25 cm x 23 cm MS01 300 µm 5.5 cm 752
II 25 cm x 23 cm MS10 - MS13 300 µm 8 cm 752
III 27.5 cm x 27 cm MS14,MS15 350 µm 12.5 cm 756

Table 3.1: The sizes of the Inner Tracker chambers corresponding to the different parts of the
HERA-B detector.

With four L-shaped detectors one plane (stereo layer) around the beam-pipe can be
covered. With the aim to avoid dead regions in the acceptance the chambers are arranged
in such a way that their active volumes overlap. The detectors are mounted on support
plates made of carbon fibre and Nomex honeycomb (see Fig. 3.6). Several layers with
different stereo angles are combined into one tracking station (superlayer).

Each superlayer consists of two separate half-stations, they cover the area to the left
and to the right of the beam-pipe (−x,+x). This allows to get access to the stations
for maintenance and installation. The half-stations are mounted on the frames of the
corresponding Outer Tracker stations (see Fig. 3.5).

The total number of Inner Tracker chambers is 184. They are grouped according to the
tasks which they have to carry out (see Fig. 3.4): magnet tracking (MC, in the magnet
spectrometer), pattern recognition (PC, between magnet and RICH) and triggering (TC,
chambers between RICH and ECAL). The chambers placed in the TC area are mainly
needed for trigger purposes, with the aim to prolongate seeds found by the calorimeter
and muon pretrigger system into the main tracking system (PC, MC).

During the comissioning run in 1999/2000, 136 chambers were installed and routinely
operated in the Inner Tracker system, missing were the TC chambers. During the shut-
down in 2000-2001, the decision was made to remove the chambers inside the magnet
region in order to improve the resolution of the ECAL. Therefore, in the running period
2002, 149 chambers were installed and operated, in the TC area only half (24 chambers)
of the installed chambers were read-out.

In order to identify each chamber, the following naming convention was used. The
first two numbers identify the superlayer (01, ... 15). The third and fourth character are
a +- (x) and (y) indicating the position in the x and y direction respectively. The last
digit indicates the position inside the superlayer. For example MS10+-3 is the third layer
in station MS10, in the quadrant covering positive x and negative y.

The information summarizing the setup 2002 can be found in Tab. 3.2.

3.4 Infrastructure for Chamber Operation

For the GEM-MSGC chamber operation four different high voltages are needed: drift
voltage Udrift, the voltage for the upper and lower side of the GEM foil, and the cathode
voltage Ucathode. In order to save space and reduce the number of power supplies in the
experimental hall, one power supply provides Udrift and Ucathode for eight chambers. The
two voltages needed for both sides of the GEM are derived from the drift voltage, the
voltage difference UGEM can be adjusted for each chamber individually.
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Figure 3.4: Location of the Inner Tracker superlayers along the beam axis (configuration of
2002). The z positions are indicated.

ITR number of Type stereo contribution to
station chambers views the FLT
MS01 16 I 00,−50,+50, 00 no
MS10 32 II 00, 00,−50,−50, 00,+50,+50, 00 yes
MS11 16 II 00,−50,+50, 00 no
MS12 16 II 00,−50,+50, 00 no
MS13 32 II 00, 00,−50,−50, 00,+50,+50, 00 yes
MS14 24 III 00, 00,−50,−50,+50,+50 yes
MS15 24 III 00, 00,−50,−50,+50,+50 yes

Table 3.2: The configuration of the ITR tracking stations in 2002.

The front-end electronics of the Inner tracker system need a stable low voltage supply.
The front-end electronics need voltages ±5, +3, ±2 V. The system was developed by a
commercial supplier. Each half superlayer has its own low voltage power supply.

For the operation of the GEM-MSGC, a permanent exchange of the counting gas is
needed. Due to aging problems specific to GEM-MSGC detectors, the gas system has
to provide an extremely clean gas mixture. In order to avoid pollution of the gas, the
materials used for the detector construction have been selected according to their out-
gassing properties. The fact that part of the gas system is placed in the acceptance region
of the experiment influenced the selection of the materials in addition. A rather critical
point in the gas system is the controlling of the detector gas pressure relative to the
ambient pressure. It has to be controlled with an accuracy of about 10 µbar.

The crucial point of the system is the steering system (Slow control system). It allows
to tune applied voltages and to get the status information from all components of the
system. Further access to the various informations (such as: actual voltages, currents,
number of GEM sparks and etc ) related to the performance of the detector during data
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Figure 3.5: Mounting of the two half stations on the frame of the Outer Tracker station. The
dimensions given for the chambers situated in the PC area.

taking is possible via a slow control database.
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Figure 3.6: The drawing shows the construction of the support plates with mounted GEM-
MSGC chambers. In order to cover all four quadrants, two layers of the supports are needed.
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Chapter 4

Pattern recognition

This chapter describes the track reconstruction package OTR/ITR-CATS developed for
the Pattern Tracker of the HERA-B experiment. This package employs a combined ap-
proach for track reconstruction based on the use of a cellular automaton for track searching
and the Kalman filter technique for track fitting.

The developed package has been tested on simulated and real data. The results of the
tests regarding reconstruction efficiency, accuracy of estimates and computing time are
presented.

4.1 Introduction

In the general concept of the HERA-B experiment track reconstruction in the Pattern
Tracker is the first step in the reconstruction chain. The next steps, magnet tracking
and track prolongation to the trigger chambers, are essentially track following procedures
which use tracks reconstructed in the pattern tracker as seeds.

Figure 4.1: A typical simulated event: J/ψ → µ+µ− decay superimposed with two inelastic
interactions. For details see text.

A typical simulated event demonstrating the large track density with the pronounced
radial dependence is shown in Fig. 4.1. Evidently, not all tracks passing through the
pattern tracker are straight-line high-momentum tracks coming from the vertex region.
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There are also a considerable fraction of low-momentum tracks affected by multiple scat-
tering which come from secondary interactions and in-flight decays. This is clearly visible
in the isometric closeup (right figure) of the Inner Tracker section of the event shown in
the left part of Figure 4.1. Due to the large track density the probability of track overlap
is relatively high and any tracking algorithm must routinely cope with clusters of hits
from nearby tracks. In the Outer Tracker, the problem of track recognition becomes even
more complicated due to the small cell size in the drift chamber which makes resolution
of the left-right ambiguity particularly difficult.

In the past years members of the HERA-B collaboration have performed an extensive
analysis of different track recognition methods [25, 37, 38, 39]. In particular, the recon-
struction package RANGER based on track following and concurrent track evolution has
been developed. After extensive tests on simulated data, RANGER was chosen as the
default track reconstruction package for HERA-B.

RANGER was tuned to the detector parameters expected for the original experiment
design [28]. As a result, it has faced serious problems when the actual hit efficiencies of
the detectors turned out to be lower than expected in [28] (the most pessimistic estimates
are 90% for the OTR and 86% for the ITR). At the same time hit resolutions were also
found to be worse than in the original design (lower bound estimates are 500 µm in the
OTR and 200 µm in the ITR). In addition an unexpected large fraction of channels (up
to 7%) in the Outer Tracker was insensitive due to high voltage problems.

These circumstances motivated new and alternative approaches to track reconstruction
which should be more robust and tolerant against hardware problems than RANGER.

4.2 Methods of Track Recognition

In general, all track recognition methods can be divided into three classes: local, global
and semi-global.

Local methods, also referred to as track following methods, need a starting initial set
of track parameters for a track candidate called a “seed”. These methods usually employ
the Kalman filter with its advantages already at the track recognition stage. Given a
seed, the algorithm follows the track by trying to find the next hit and improves the track
parameters recursively with each new hit added. The method splits the track whenever
more than one hit is observed in the neighborhood of the predicted hit location. In order
to keep the number of simultaneously propagated track branches at a reasonable level, the
algorithm must discard some of them relying upon a quality index of the track. Usually
such an index is simply a weighted sum of the χ2 of the track and a penalty on the number
of “faults”, i.e. cases when the algorithm could not find a hit in a detector plane.

The reconstruction package RANGER employs so-called concurrent track evolution
approach which can serve as a good example of local track recognition methods. As was
pointed out in [25], this algorithm is quite sensitive to detector efficiency and hit resolution.
Above εHIT = 95%, the hit inefficiency is well compensated by the algorithm, while smaller
hit efficiencies lead to sizeable losses in the fraction of detected particles. In the course
of the track following procedure, RANGER decides to discard some track candidates
using a χ2-based quality index. Therefore the detector resolution becomes a crucial point
for the ability of RANGER to separate real tracks from ghost tracks. At bad detector
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resolution and large track density RANGER can provide a reasonable track reconstruction
efficiency and ghost rate only by allowing a higher number of simultaneously explored
track branches. This property of RANGER makes the computing time in case of bad
detector resolutions grow excessively due to the dramatic increase of hit cobinations to
be evaluated.

Global methods of track recognition use a parametric description of a track by a set
of its parameters like slopes and offsets. Once the track model and detector measure-
ment model are given, all hits in the detector can be projected into the track parameter
space creating a complex density distribution with many local maxima. In this case the
track recognition becomes a search for the local maxima corresponding to tracks. For a
numerical implementation the density distribution is approximated using a multidimen-
sional grid introduced in the track parameter space. The global methods are essentially
maximum likelihood algorithms of parameter estimation. This property makes them, in
principle, the most robust techniques for pattern recognition for simple geometries which
allow parameterization, for instance, straight lines and circles.

One of the well-known global methods is Hough transform which was implemented in
the reconstruction package TEMA [26].

A clear disadvantage of global methods is that they require an explicit track model,
which makes them quite sensitive to random perturbations of the track caused, for exam-
ple, by multiple scattering. Another problem arises from the grid approximation, since
the separation of tracks with similar parameters depends on the cell size of the grid. Due
to this fact any attempt to improve such separation leads to an increase in the number of
grid nodes which, in turn, moves memory and CPU consumption beyond feasibility.

The drawbacks of the global approach for track recognition are improved in semi-

global methods which try to enhance the efficiency of global methods by local formation
of space-points or short track segments in neighbored detector planes. The algorithm
employed in the package OTR/ITR-CATS described in this chapter belongs to the semi-
global methods combining features of cellular automata for track recognition with the
advantages of the Kalman filter for track fitting. In the next section we describe the basic
principles and some details of track reconstruction techniques implemented in the CATS
package.

4.3 CATS Track Recognition Strategy

The main development goals of CATS were the highest possible efficiency of track re-
construction and the minimization of the computational cost at each step of the track
recognition procedure. This approach has resulted in the optimized track recognition
strategy schematically shown in Fig. 4.2. As can be seen, the multi-step track reconstruc-
tion process for the OTR is similar to that for the Inner Tracker.

4.3.1 Association of Neighboring Hits into Clusters

This step is done only for hits in the OTR, since in this detector a track usually produces
more than one hit in a layer (up to four in case of double layers). The main idea behind this
preliminary clusterization is to resolve left-right ambiguity at least partially and suppress
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Figure 4.2: Flow chart of the track recognition process implemented in CATS.
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combinatorial pile-up already at this early step of reconstruction.
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Figure 4.3: The method for hit clusterization in the OTR.

The clusterization process is illustrated in Fig. 4.3. In order to account for drift
distance information, cluster coordinates (u∗, z∗) are calculated as a weighted sum of the
coordinates of the wires participating in the cluster:

u∗ =

N∑
i=1

wi(qi)ui

N∑
i=1

wi(qi)

, z∗ =

N∑
i=1

wi(qi)zi

N∑
i=1

wi(qi)

,

where qi is a measured drift distance for the i-th wire, and the weighting function w(·) is
given by

w(q) =
1

q
.

This dependence simply reflects the fact that the smaller the drift distance, the closer to
the wire a particle passed. Of course, in case of large occupancies, the clusterization can
give clusters with noise and wrongly associated hits from nearby tracks. In CATS the
problem of identification and rejection of such hits is solved at the final step of the track
recognition process.

4.3.2 Reconstruction of Space-Points

This step is common for both ITR and OTR. The only difference is the input – clusters
for the OTR and hits for the ITR.

In the framework of the CATS algorithm, the term space-point means a short 3D track
segment inside a superlayer. The space-points are reconstructed by first searching for hit
(cluster) multiplets in the 0o-layers and then attaching multiplets in the stereo layers. The
parameters of 0o-multiplets are estimated using the Least Squares Method (LSM). The
combined 0o- and stereo-multiplets are used as space-point candidates and are fitted by a
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Kalman parameter estimator (KPE). The KPE is a Kalman-type filter that estimates four
(x0, y0, tx, ty) parameters of a space-point at a given reference z-plane and also calculates
the χ2 value for the space-point. Only space-points which successfully pass a cut on χ2

are used. An example of an event with reconstructed space-points is shown in Fig. 4.4.

Figure 4.4: Reconstruction of space-points — short 3D track segments inside superlayers.

4.3.3 Reconstruction of Track Candidates

In this step CATS creates track candidates out of space-points and collects hits missed
in layers where space-points could not be reconstructed due to dead regions or detector
inefficiencies.

The first task is fulfilled by a cellular automaton, which uses space-points as input
elementary units or cells. A cellular automaton is a discrete-time dynamical system that
evolves in a phase space consisting of cells. Lets denote the space-points as sij, where i
is the number of superlayer, i = 1, . . . , N , j is the number of a space-point inside i-th
superlayer and each space-point is defined by a set of its parameters: s = {x, y, tx, ty}.
At any moment k of discrete time, each cell (or space-point) can take several states pk

ij =
{1, 2, . . . , N}. The automaton’s evolution, i.e. evolution of the cell states, is determined
by a set of rules (for instance, a table) according to which the new state of a cell is
calculated on the basis of the states of its neighbors in the next and previous superlayers.
The final value of a state pn

ij is equal to a position of the space-point sij on a reconstructed
track candidate. All initial states p0

ij are assumed to be equal unity.
After initialization the cellular automaton performs the following loop over superlayers

L = 2, . . . , N , starting with the second superlayer, L = 2:

1. For each space-point sLj the automaton finds its neighbors in the previous superlayer
L− 1. A space-point sL−1,l is regarded as neighboring if

D(sij, sL−1,l) ≤ Dmax,

where D(·, ·) is a χ2-distance between two space-points, Dmax is a predefined cut.
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2. If a neighbor is found, the new value of the state pk
Lj is calculated as follows

p̃k
Lj = pk

Lj +

{
1, if pk

L−1,l = pk
Lj

0, if pk
L−1,l 6= pk

Lj

.

3. When the automaton calculates new states for all space-points in all superlayers,
the states are updated simultaneously and the algorithm proceeds with the next
iteration:

pk+1
Lj = p̃k

Lj, k = k + 1, L = 2, . . . , N.

If, during an iteration, all states keep their values, the automaton stops the iteration
and proceeds with the collection of track candidates:

1. The algorithm starts with space-points for which pn
ij = N .

2. If they exist, the algorithm finds a neighbor for each such space-point in the previous
superlayer so that

pn
i−1,l = pn

i,j − 1.

3. If such a neighbor exists, the algorithm tries to find its neighbor in the (i − 2)-th
superlayer and so on, creating a branch or track candidate.

4. If, in some superlayer, more than one neighbor is found, the algorithm splits the
candidate into two branches which are then propagated independently.

5. The collection of a track candidate is completed if the algorithm found a neighboring
space-point with pn = 1.

When all branches starting with states pn
ij = N are completed, the algorithm proceeds

with the remaining space-points with lower states pn
ij = N − 1, and so on.

All collected track candidates are refitted by the Kalman parameter estimator, candi-
dates with a bad χ2 are discarded.

Further details on the application of cellular automata for track searching can be found
in [24].

The clear advantage of a cellular automaton is its intrinsic simplicity which makes
tracking based on it extremely fast. Unfortunately, the search for tracks performed by a
cellular automaton is not exhaustive, for example, if, in an intermediate superlayer, there
is no neighboring space-point, the cellular automaton cannot jump over such a hole. This
problem is typical in case of dead regions in the OTR.

Due to this reason, in CATS, the tracking based on a cellular automaton is accompa-
nied by a simple (and fast) track following procedure. As seeds, this procedure uses track
candidates found by the cellular automaton and space-points for which the automaton
could not find any neighbors.

A special track following procedure is also used for propagation of track candidates
reconstructed in the ITR into the Outer Tracker. Since the hit resolution of the ITR is
much better than for the OTR, it is possible to resolve L/R ambiguity “on the fly”, i.e.,
in the course of the track following. Therefore this particular procedure works with the
OTR hits rather than clusters of hits. An example of the picture obtained at this step of
the CATS reconstruction chain is shown in Fig. 4.5.
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Figure 4.5: Track candidates reconstructed by the cellular automaton after the track following
procedure.

4.3.4 Track Competition for Clone and Ghost Removal

At the beginning of this phase of the reconstruction all track candidates are sorted ac-
cording to their length. Starting with the longest candidate the algorithm marks all hits
belonging to these candidates as used. Proceeding track by track, the algorithm checks
how many hits belonging to the track have already been used. If the fraction of used hits
exceeds some predefined level (in the current version — 30%), the track is discarded. If
the track has survived, all its hits are marked as used.

The main idea of this procedure is straightforward: to favor the longest tracks and
to get rid of short ghost tracks and nearby clones1. Studies on simulated data have
shown that this track competition procedure drastically reduces the ghost level while the
reconstruction efficiency is only slightly reduced. The event already depicted in Fig. 4.5
is again shown in Fig. 4.6 after clones and ghosts are removed.

4.3.5 Left-Right Ambiguity Resolution

It is mentioned already, problems with the left-right ambiguity resolution occur naturally
in the reconstruction of tracks in the OTR. In addition, the algorithm for the left-right
ambiguity resolution allows to eliminate noise and wrongly associated hits.

In this step it is assumed that the track recognition is completed. Each track candidate
is simply a sequence of fired wires {wi}, i = 1, . . . , N for which two problems have to be
solved:

1. Detection and removal of outliers, i.e. hits that most likely do not belong to the
track.

2. Resolution of left-right (L/R) ambiguity for the other hits.

To solve both problems CATS uses a very promising approach that was proposed
recently [42, 43]. This approach is based on so-called elastic neural nets (ENN) [40, 41]
and generally employs the following heuristic idea:

1A clone is a track that is reconstructed more than once.
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Figure 4.6: The final event reconstruction.

In the presence of multiple scattering a track can be defined as the longest and the

smoothest line which approaches the drift circles as close as possible.

Following this idea the problem of L/R ambiguity resolution and removal of outlying
hits can be considered as an optimization problem in a form of either a variational problem
or a problem of optimal trajectory control. Naturally, the optimization criterion is to be
a sum of

1. penalty on non-smoothness of a track;

2. penalty on a sum of the minimal distances between the track and drift circles around
the wires.

The latter term can also account for outlying hits: for large distances between the track
and a given drift circle the penalty for the hit should be decreased in order to suppress
the influence of outliers on the optimal solution.

Mathematically the ENN algorithm is an iterative numerical method to solve the given
optimization problem. This method to solve L/R ambiguities has already successfully
been applied to similar problems in [42, 43]. The ENN in its elastic arm modification has
also been studied by members of the HERA-B collaboration [39] where a full description
and a detailed analysis of the method are presented.

Starting from the general ENN-based method to solve L/R ambiguities we describe a
simplified version of the algorithm as implemented in CATS and applicable for relatively
fast tracks.
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The ENN algorithm employs a segment model for track description: a track is consid-
ered as a sequence of neighboring straight-line segments connecting nodes of the ENN —
points in 3D space which can change their positions during iterations of the method. The
ENN which is implemented in CATS consists of two interacting arms (lower and upper
ENNs in Fig. 4.7), each arm includes M nodes. The initial positions of the nodes on both
ENN arms are chosen to fully encompass a given sequence of drift circles around the wires
fired {wi}, i = 1, . . . , N .

+F2 F3

wi

F1

ϕ
i

Upper arm

Lower arm

i
i-1

i+1

i+M

u z

Figure 4.7: Left: segment track model in a two-arm elastic neural net, right: ENN node
dynamics — for details see text.

During an iteration an ENN node i moves under the influence of three forces:

• the retracting force F1 that tries to improve the smoothness of the track by min-
imizing the breaking angle φi between the two neighboring segments sharing the
node;

• the attracting force F2 that pulls the node to the nearest drift circle wi;

• the attracting force F3 that brings together opposite nodes i, i + M on the lower
and upper arm.

All three forces, F1, F2, and F3, depend on the mutual position of a node, its counter-
part in the other arm and the nearest drift circle. It is assumed that the changes in the
node’s positions, u, due to the different forces are described by the following equations:

∆u1 = βφi, ∆u2 = αρi, ∆u3 = γ (ui+N − ui) ,

where ρi is the residual between the node and the nearest drift circle, α, β and γ are
coefficients linearly changing during iterations:

α = α1j, β = β1 (1 − β2j) , γ = γ1j.

Here j is the number of the iteration, α1, β1, β2, and γ1 are adjustable parameters of the
algorithm.
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In each iteration the positions of all nodes are updated according to the equation:

u
(j+1)
i = u

(j)
i + (∆u1)

(j)
i + (∆u2)

(j)
i + (∆u3)

(j)
i , i = 1, . . . 2M.

This approach is very general, it can, in principle, be applied to a wide spectrum of
track reconstruction problems from reconstruction of straight, high-momentum tracks to
fits of low-momentum hard scattered, even broken, tracks (the latter is the case in [42, 43]).
However, the algorithm can be simplified and made significantly faster, if the specific
circumstances of the experiment are taken into account. CATS is dealing with relatively
fast straight-line tracks. Most of the tracks which are of physics interest have momenta
well above 1 GeV. Thus it is feasible to substitute a deformable segment-wise double ENN
by a single straight-line rigid template.

The template’s dynamics is described as a motion under the influence of an attraction
force pulling towards the drift circles. In order to suppress the influence of outlying hits
the force depends on the distance between the template and a drift circle decreasing for
large distances. Let Rk = (xk, yk, txk, tyk) be a vector of the template’s parameters at k-th
iteration. The algorithm assigns two weight coefficients C−

i and C+
i to each drift circle:

C−

i (Rk) = f(ρ−i (Rk)), C+
i (Rk) = f(ρ+

i (Rk)), i = 1, . . . , N,

where f(·) is the truncated normal density function, ρ+(·), ρ−(·) are the residuals between
the template defined by the vector Rk and the drift circles corresponding to L/R equal
+1 and −1. Using weights the vector R is updated as follows:

Rk+1 = Rk + βk (Rm −Rk) ,

where β is a coefficient approaching unity during the iteration process. The vector Rm is
a solution of the following auxiliary optimization problem:

Rm = arg min
R

N∑

i=1

(
C−

i (Rk)
(
ρ−i (R)

)2
+ C+

i (Rk)
(
ρ+

i (R)
)2

)
.

Studies on simulated data have shown that this algorithm provides remarkably high
efficiency of the L/R ambiguity solution and very low level of noise hits. This is very im-
portant since an insufficient quality of L/R resolution and noise contamination in tracks
can deteriorate the accuracy of the estimates produced by the Kalman refit of the recon-
structed tracks.

4.3.6 Track Fit by the Kalman Filter and Smoother

As already noted, using Kalman filtering techniques is one of the basic principles of the
CATS track reconstruction strategy. The Kalman filters and Kalman-type parameter
estimators are embedded in

• space-point parameter estimation during space-point reconstruction;

• propagation of track candidates through empty superlayers and gathering of missed
hits during the track following procedure;
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• outlier detection and elimination;

• smoothed refit of reconstructed segments. This refit includes the treatment of mul-
tiple scattering effects using a preliminary estimate of the track momentum. It is
the final step of track reconstruction.

The Kalman filter addresses the general problem of trying to estimate the state vector
R of a discrete-time process that is governed by the linear stochastic difference equation

Rk = Ak−1Rk−1 + νk−1, k = 1, . . . , N, (4.1)

where the matrix Ak−1 relates the state at step k−1 to the state at step k. {ν} is a process

noise, a sequence of independent Gaussian variables which can, for example, account for
the multiple scattering influence on the state vector. Within the model (4.1) a track in
the Pattern Tracker can be described as a straight-line motion in the presence of Gaussian
disturbances:

xk = xk−1 + tx k−1(zk − zk−1), yk = yk−1 + ty k−1(zk − zk−1),

tx k = tx k−1 + νx k−1, ty k = ty k−1 + νy k−1.
(4.2)

The state vector Rk =
(
x, y, tx, ty

)T

describes the track parameters taken at the detector

plane with z = zk. T denotes transposition, the random variables νx k, νy k describe the
influence of multiple scattering on the track when it passes through detector plane z = zk,
k = 0, 1, . . . . According to the track model (4.2), the matrix A in equation (4.1) has the
form

Ak =




1 0 ∆zk 0
0 1 0 ∆zk

0 0 1 0
0 0 0 1

,


 ∆zk = zk − zk−1, k = 1, 2, . . . .

In CATS the detector volumes and insensitive walls are treated as so-called thin scatter-

ers [25]. For such scatterers, the non-zero elements qij of the covariance matrix Qk of the
noise vector ν = (νx, νy) equal to

q33 = p2σ2
MS(1 + t2x)(1 + t2x + t2y)

√
1 + t2x + t2y,

q34 = q43 = p2σ2
MStxty(1 + t2x + t2y)

√
1 + t2x + t2y,

q44 = p2σ2
MS(1 + t2y)(1 + t2x + t2y)

√
1 + t2x + t2y,

where p is an external estimate of the inverse momentum of the particle, σ2
MS is the mean

variance of the multiple scattering angle for a 1 GeV particle.
The input to the filter is a sequence of measurements {u} which are described by a

linear function of the state vector R

uk = HkRk + ηk, k = 1, . . . , N, (4.3)

where the matrix Hk in the measurement equation (4.3) relates the state to the mea-
surement uk, ηk is a sequence of Gaussian random variables with the covariance matrix
Vk.
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The ITR and OTR have different measurement models. In addition, the OTR mea-
surement model needs linearization. The matrix Hk for the ITR reads:

Hk =
[
cosαk, − sinαk, 0, 0

]
,

where αk is the rotation angle of the strips in the ITR plane z = zk. The linearized
measurement matrix for the OTR has the form:

Hk =
1√

1 + t2uk

[
cosαk, − sinαk, −

∆uk cosαk

1 + t2uk

,
∆uk sinαk

1 + t2uk

]
,

where αk is the rotation angle of the sensitive wires in the OTR plane z = zk, and

tuk = txk cosαk − tyk sinαk, ∆uk = xk cosαk − yk sinαk − wk,

where wk is the x-coordinate of the k-th wire in the rotated coordinate system.
Let’s define R̂k to be a state estimate at step k after processing measurement uk. The

main idea of the Kalman filter is that the optimal (in mean-square sense) estimate R̂k

should be the sum of an extrapolated estimate R̃k and a weighted difference between an
actual measurement uk and a measurement prediction HkR̃k

R̂k = R̃k +Kk(uk −HkR̃k), where R̃k = Ak−1R̂k−1.

The matrix Kk is called the filter gain and is chosen to minimize the sum of diagonal
elements of an estimation error covariance matrix Γ̂k. By definition,

Γ̂k = E
[
(Rk − R̂k)(Rk − R̂k)

T
]
,

where E denotes the mathematical expectation. Note, that for both detectors, OTR
and ITR, the measurement models are scalar. In this case the minimization leads to the
following formula for Kk

Kk =
Γ̃kH

T
k

Vk +HkΓ̃kHT
k

,

where Γ̃k is the extrapolated estimation error covariance matrix Γ̂k−1. The formula for
Γ̃k follows from equation (4.1):

Γ̃k = Ak−1Γ̂k−1A
T
k−1 +Qk−1.

The new minimized value of the error covariance matrix Γ̂k is defined by the equation

Γ̂k = (I −KkHk) Γ̃k,

where I is the unity matrix.
The computational algorithm of the discrete Kalman filter consists of two steps:

1. Prediction step — extrapolation of the estimate R̂ and the error covariance matrix
Γ̂ to the next step of the algorithm.

R̃k = Ak−1R̂k−1, Γ̃k = Ak−1Γ̂k−1A
T
k−1 +Qk−1. (4.4)
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2. Filtering step

(a) the gain matrix calculation

Kk =
Γ̃kH

T
k

Vk +HkΓ̃kHT
k

, (4.5)

(b) the updated estimate

R̂k = R̃k +Kk(uk −HkR̃k), (4.6)

(c) the updated error covariance matrix

Γ̂k = (I −KkHk) Γ̃k. (4.7)

The two steps, prediction and filtering, are repeated until all measurements are pro-
cessed.

In order to speed up the CATS reconstruction procedure, all fitting routines are written
using the optimized numerical implementation of the Kalman filter algorithm described
in [24]. In general, there are several ways to reduce the computational cost of the standard
Kalman filter/smoother algorithm:

• calculate the covariance matrix in triangular form taking its symmetry into account;

• optimize the procedure to update the covariance matrix.

The most time-consuming parts of the filtering step are the calculation of the gain
matrix and the updated covariance matrix. Let’s rewrite (4.5) as follows

Kk = s−1
k Bk,

where the vector B and the scalar s are

Bk = Γ̃kH
T
k , sk = Vk +BT

k H
T
k .

In terms of B and s the filtering step can be simplified. The optimized update of the
triangular covariance matrix reads

Γ̂ij = Γ̃ij −BiKj, i = 1, . . . , 4, j = i, . . . 4. (4.8)

In order to get smoothed estimates at each point of a track, CATS employs the stan-
dard backward Kalman smoother. The smoother is an recursive algorithm that starts
with the last point k = N and updates the estimates and their covariance matrix at the
next point k = N −1 using the estimates and the covariance matrix given by the Kalman
filter at the last point. The update of the estimate R̂N−1 is described as follows

R̂s
N−1 = R̂N−1 + CN−1

(
R̂s

N − AN−1R̂N−1

)
,

where superscript “s” denotes a smoothed value, CN−1 is the smoother gain given by the
equation

CN−1 = Γ̂N−1A
T
N−1Γ̃

−1
N .
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The calculation of CN−1 requires the inversion of the 4×4 symmetrical matrix Γ̂N at each
point. The smoothed covariance matrix reads

Γ̂s
N−1 = Γ̂N−1 + CN−1

(
Γ̂s

N − Γ̃N

)
CT

N−1.

By definition Γ̂s
N = Γ̂N and R̂s

N = R̂N . After updating point k = N − 1 the smoother
proceeds with point k = N − 2 and so on until it reaches the first point k = 0. To update
the k-th point the smoother uses smoothed values of R̂s and Γ̂s already calculated at the
previous, (k + 1)-th, point.

4.4 Performance Comparison

The CATS package was extensively tested on simulated data using as references two other
track reconstruction packages, RANGER and TEMA. The evaluation procedure, criteria
of the evaluation and results are summarized below. All described tests were performed
for the HERA-B setup 2000, with ITR and OTR chambers in the MC area.

It should be mentioned that all three packages work within the standard reconstruction
framework of HERA-B, which includes such modules as:

• hit preparation for the Inner and Outer tracker,

• pattern recognition in the PC area (can be used: CATS, RANGER, TEMA),

• track prolongation into the MC and TC area,

• usage of SLT tracks as seeds for pattern recognition in PC area,

• matching of track segments reconstructed in different areas,

• track creation (RTRA) and refitting with full knowledge about traversed material.

The track reconstruction strongly depends on the pattern recognition, because results of
the track propagation, matching and refitting are strongly depended on the quality of the
reconstructed track (fraction of wrong associated hits, number of wrong reconstructed
segments).

Tests for the evaluation of the pattern recognition packages are selected according to
the physical program of the HERA-B experiment. The physical program is described in
Chapter 1. The topics of the physical program made clear that the following set of tracks
are important:

• lepton tracks from J/ψ decays (J/ψ prompt or B-meson decays), a high efficiency
and good understanding of the ghost rate is needed,

• all tracks which originate from primary decays are important, because the resolution
of the primary vertices depends on the number of associated tracks,

• decay tracks from B-decays are important, the efficiencies and ghost rates are im-
portant to calculate an efficiency for J/ψX.
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Decay tracks from long lived particles were not included in the official test program but
they were checked as well.

The number of interactions per event is chosen to be one J/Ψ → µ+µ− event and
two superimposed Poisson distributed inelastic events with the aim to represent the track
multiplicity in the triggered data of 2000. But the performance is checked also for up
to four superimposed interactions per event. The sample of simulated data consists of
60.000 minimum bias events and 100.000 prompt J/Ψ → µ+µ− events. All events were
generated using the same carbon target wire “Inner 2”.

For the detector simulation two scenarios are defined: generic and realistic, according
to the measured performance during the run period in 2000. Table 4.1 summarizes the
parameters. For the OTR hit preparation dead and noisy channels of the OTR were
masked according to the run 14577, which belongs to the “Golden Minimum Bias” data
taking period in 2000.

For the tests on data, the “Golden” minimum bias run 14577 is used. For J/ψ tracks
a sample of preselected data is used. This sample contains about 2000 events with at
least one J/ψ candidate per event.

Table 4.1: Parameters used for detector simulation.

generic performance of 2000
Hit resolution for OTR, µm 350 500
Hit resolution for ITR, µm 150 200
Hit efficiency for OTR, % 95 90
Hit efficiency for ITR, % 90 86
Dead strip simulation – according to

the run 14577

4.4.1 Reference Quantities

For simulated data the following reference quantities are selected:

1. for MC:

• reconstruction efficiencies of reference tracks,

• clone and ghost rate,

• residuals of track parameters (x, y, tx, ty),

• number of hits used for the reconstruction of a track,

• number of unused hits in the event (hits which are not used for the reconstruc-
tion of any tracks),

• percentage of tracks that can be correctly tracked through the TC area,

• percentage of correctly matched VDS-PC segments,

• time consumption.
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2. for data:

• number of hits used for the reconstruction of a track,

• number of unused hits in the event,

• percentage of tracks that can be tracked through the TC area,

• percentage of matched VDS-PC segments,

• time consumption,

• agreement with MC.

For evaluation purposes all simulated and reconstructed tracks are subdivided into
several categories: a “reference set” of tracks, an “all set”, an “extra set”, clone and ghost
tracks.

By definition, a track from the all set of tracks should intersect the sensitive regions
of at least 5 layers (roughly 1 superlayer). A reference track should have a momentum
greater than 1 GeV/c and intersect the sensitive regions of more than 17 layers (this
number corresponds roughly to 3 traversed superlayers). Note, that the requirement of
more than 17 traversed layers is simply an acceptance cut and does not imply the presence
of more than 17 hits, since hit inefficiencies and track overlaps might reduce the number
of hits considerably. Therefore, the obtained numbers for the reconstruction efficiency
depends on the hit efficiencies of the detectors. All track sets are summarized below:

• reference tracks ( particle momenta larger than 1 GeV/c, more than 17 layers in the
PC area are crossed),

• all tracks, (more than 5 layers are crossed in the PC area),

• physics tracks,

– primary tracks,

∗ all primaries, more than 5 layers are crossed in the PC area,

∗ reference primaries, more than 17 layers are crossed in the PC area and
particle momenta larger than 1 GeV/c,

– lepton tracks from J/ψ decays,

∗ all J/ψ-leptons, more than 5 layers are crossed in the PC area,

∗ reference J/ψ-leptons, more than 17 layers are crossed in the PC area and
particle momentum large than 5 GeV/c.

In addition to these tracks the so-called extra set of tracks, containing short high-
momentum and low-momentum tracks, was also considered.

A reconstructed track is assigned to a generated particle, if at least 70% (70% crite-
ria [46]) of its hits have been caused by this particle. A generated particle is regarded
as found, if it has been assigned to at least one reconstructed track. Ghost tracks are
reconstructed tracks for which no simulated tracks were found. The ghost rate is normal-
ized to all reconstructed tracks. Clones are reconstructed tracks for which a simulated
track is found, but a better match exists (If one simulated track causes n tracks to be
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reconstructed, the match with the highest number of hits agreeing is called “the right
track”, the n-1 other tracks are counted as clones. If the number of agreeing hits is equal,
the track with better parameters is “the right track”). The clone rate is normalized to all
reconstructed tracks.

4.4.2 MC Study Results

During comparison many efficiency studies were performed, the results obtained for the
scenario one J/Ψ → µ+µ− event mixed with 2 superimposed inelastic events are summa-
rized below in Table 4.2.

Table 4.2: Reconstruction efficiencies and clone/ghost rates obtained on simulated J/Ψ →
µ+µ− events mixed with 2 superimposed inelastic events for CATS, RANGER and TEMA
packages for realistic scenario.

Efficiency (%)
Set CATS RANGER TEMA
Ref. J/Ψ 97.4 93.6 90.8
Ref. Prim. 96.2 91.5 87.4
Ref. Tracks 92.3 84.6 82.7
All Tracks 55.6 40. 44.8
Extra 33.3 13. 21.7

Clone 2.1 2.5 0.8
Ghost 14. 17.2 17.1
MC tracks per event 59 42 47

On average, the CATS efficiency is 97% for reference tracks coming from the target
region. The efficiencies for the other types of tracks are smaller, which can be attributed
to their average momenta being smaller than those of primary and J/ψ tracks.

The ghost rate is roughly 14%. It should be noted that the ghost rate at this level
of reconstruction is uncritical because ghost tracks are very likely to be removed at the
next steps, the magnet tracking or matching with VDS segments. The overall clone rate
and the absolute number of ghost tracks is lower for CATS, on condition that CATS
reconstructs many more soft tracks. Table 4.3 shows reconstruction efficiencies for all
types of reference tracks for J/Ψ → µ+µ− events mixed with 5 superimposed inelastic
events.

In order to understand the dependence of the track reconstruction performance on
the track multiplicity, the reconstruction efficiency of reference tracks and the ghost level
were measured with different numbers N of superimposed inelastic interactions exactly
mixed. On average, the number of reconstructable tracks per event scales linearly with the
number of exactly mixed interactions, rising from 40 tracks for one interaction up to 320
for eight. For this test, RANGER was taken as a reference. The results are summarized
in Fig. 4.8.
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Table 4.3: Reconstruction efficiencies and clone/ghost rates obtained on simulated J/Ψ →
µ+µ− events mixed with 5 superimposed inelastic events for CATS, RANGER, TEMA packages
for realistic scenario.

Efficiencies (%)
Set CATS RANGER TEMA
Ref. J/Ψ 95.5 89.1 81.5
Ref. Prim. 93.1 87.7 77.1
Ref. Tracks 90.5 82.1 74.4
All Tracks 60.1 41.2 39.8
Extra 43.3 17.3 20.6

Clone 5. 4.8 1.8
Ghost 18.4 21.6 22.8
MC tracks per event 119 82 79

While the mean interaction rate was expected to result in four Poisson distributed
superimposed interactions, the performance of CATS was investigated for up to 8 inter-
actions. The reconstruction efficiency for reference tracks slowly decreases from about
93% to 78%, ghost rate grows from 6% to 23%. As can be seen, the efficiency and ghost
level of CATS show the same trends as those of RANGER demonstrating the stability
and robustness of CATS.

In order to estimate the accuracy of the track reconstruction algorithm, track residual
distributions are investigated at two planes: z = zf and z = ze, where zf , ze are the
z-coordinates of the first and the last hits of the reconstructed track, respectively. The
reliability of the track covariance matrix produced by the reconstruction algorithm is
studied by investigating normalized residual distributions, using diagonal elements of the
covariance matrix for normalization. By definition, the normalized residual (also called
pull) of a track parameter, for instance x-coordinate, is

P (x) =
xREC − xMC

√
Γxx

,

where xREC is the estimated value of x, xMC the value taken from Monte Carlo truth, Γxx

the corresponding diagonal element of the covariance matrix. Ideally, the distributions of
pulls should be unbiased and have a Gaussian core of unity.

Table 4.4 presents values of pulls and residuals for four parameters x, y, tx and ty of
properly reconstructed tracks and the mean length of the tracks given in the number of
associated hits for all three algorithms.

The pulls in the OTR are typically wider than unity. As was mentioned in [25] wider
pulls are caused by inevitably unresolved left/right ambiguities, hits picked up from other
tracks, and a simplified treatment of multiple scattering. However, it should be mentioned,
that this problem only affects the accuracy of track parameter estimates, leaving the track
reconstruction efficiency untouched.
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Figure 4.8: Reconstruction efficiency for reference tracks and ghost level versus the number
of superimposed (exactly mixed) inelastic interactions

The efficiency of L/R ambiguity resolution in the OTR is investigated for three sets
of tracks: lepton, primary and all reference tracks. The evaluation method was based on
the comparison of the reconstructed sign of the drift radius q̂ with its true value q taken
from simulated data. Only significant errors in the L/R sign determination are taken into
account, i.e. those for which the residual ρ is

ρ = |q̂ − q| ≥ 3σ0,

where σ0 is the detector resolution. For each correctly reconstructed track (more than 70%
of the hits belong to a certain simulated track) the fraction of L/R errors is calculated.
The results are summarized in Table 4.5.

As can be seen, CATS provides the most accurate resolution of L/R ambiguities for
all types of reference tracks.

A PC with dual 500 MHz CPU Pentium III processor was used to measure the time
consumption of the algorithm. The mean CPU time needed for CATS to reconstruct
an event with 2 mixed interactions was about 240 ms. The computing time dependence
on the number of superimposed inelastic events for CATS and RANGER is shown in
Fig. 4.9. For CATS, the CPU time consumption shows only a very moderate increase,
corresponding to an almost constant time requirement per track. The main reasons for
the observed computational superiority of CATS are

• the avoidance of combinatorial pile-up by hit clusterization in the OTR;

• the space-point based approach for track recognition performed by the cellular au-
tomaton;

• the fast algorithm for L/R ambiguity resolution;

• the optimized implementation of the Kalman filter.



4.4. PERFORMANCE COMPARISON 45

Table 4.4: Resolutions, pulls P and mean length of reconstructed primary tracks.

CATS RANGER TEMA

Resolutions OTR ITR OTR ITR OTR ITR
x, µm 246 93 322 91 291 98
y, mm 3.7 1.4 5.0 1.4 4.1 1.4
tx, mrad 0.62 0.24 0.71 0.24 0.76 0.26
ty, mrad 4.73 1.79 6.96 1.79 5.39 1.87

Pulls
P (x) 1.59 1.11 1.37 1.10 1.45 1.06
P (y) 1.52 0.98 1.25 1.11 1.81 1.16
P (tx) 1.16 0.93 1.25 0.89 1.18 1.15
P (ty) 1.53 0.99 1.39 1.15 1.92 1.23
Hits/track 31 23 26 21 31 21

Table 4.5: Fractions of wrong L/R assignment in correctly reconstructed tracks.

Algorithm CATS RANGER TEMA
Ref. J/ψ, % 1.9 4.6 3.7
Ref. Prim., % 2.9 4.4 3.9
All Refset, % 3.3 5.1 4.3

Studies of J/Ψ reconstruction efficiency on simulated J/Ψ → µ+µ− events mixed with
2 superimposed inelastic events, have shown that CATS provides an about 10% higher
efficiency for J/Ψ mesons than RANGER and 20% higher efficiency than TEMA with
about the same mass resolution. CATS also has shown a higher efficiency for K0

S signal,
it finds about 20% more K0

S than the other packages.

4.4.3 OTR/ITR-CATS on Real Data

For the efficiency studies on real data, several runs (14577, 16784, 17137) were reprocessed
using the three different pattern recognition packages in the tracking. The result of these
studies is that CATS finds 10-18% more J/Ψs than RANGER and TEMA, depending on
the applied cuts. CATS also produces better signal to background ratios and significantly
narrower J/Ψ-peaks. In additional CATS has demonstrated higher efficiency for K0

S

signal, it finds 20% more K0
Ss than RANGER and TEMA. It can be seen that results

obtained on MC and real data are in the good agreement.
Since June 2001 CATS is the default track recognition algorithm for the Pattern

Tracker. It has been used to reprocess all data collected in 2000 and 2002/2003.
The relatively high efficiency of CATS for steep tracks crossing different sectors of

the detector is especially useful for alignment procedures. In addition, the space-points
produced by the package are used for the initial alignment of the OTR superlayers and
cross-checks of the relative positions of ITR modules and OTR superlayers.
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Figure 4.9: Mean computing time per event versus the number of superimposed (exactly
mixed) inelastic interactions.

4.5 Conclusion

The package OTR/ITR-CATS was developed for the reconstruction of tracks in the Pat-
tern Tracker of the HERA-B experiment. The reconstruction algorithm implemented in
the package is based on a cellular automaton for track searching and the Kalman filter
for track fitting. Comprehensive tests of the package have shown remarkably high recon-
struction efficiency, good accuracy of track parameter estimates, a reasonable behavior
of CPU time consumption and robustness of the algorithm with respect to large track
multiplicities.



Chapter 5

Hit efficiency

This chapter is devoted to one of the most important characteristics of all tracking devices
- the hit efficiency. A method was developed to measure the hit efficiency for the Inner
Tracker system. In order to exclude inefficient channels from the efficiency determination
a masking procedure was developed. The average efficiency for each single chamber of the
Inner Tracker system was calculated. The measured efficiencies and masking information
was used to achieve a realistic model of the ITR performance for MC simulation.

5.1 Introduction

A charged particle traversing the sensitive volume of one GEM-MSGC detector ionizes the
gas and the amplified electrons are collected on the MSGC structure. A cluster produced
by a minimum ionizing particle has an average width of 3 strips. The center of gravity of
such a cluster is called a hit position and used for the track reconstruction. To identify
bad areas in a chamber, clusters found by the online hit-preparation program are used to
determine the functionality of all strips contributing to the clusters.

A strip is defined as dead if the number of times, when it is used in clusters is 20%
below the average number. Another group of problematic strips is defined as hot channels.
These channels contribute to clusters more often than the average.

The hit efficiency is defined as the probability to find a hit if a charged particle
traverses the sensitive volume of the chamber. For the purpose of off-line reconstruction,
the meaningful quantity is the real efficiency of a single chamber, i.e. including dead
regions.

For a better understanding of the performance of Micro-Strip Gas Counters (MSGC)
with Gas-Electron Multiplier (GEM), it is more interesting to study the pure efficiency,
i.e. excluding dead channels from the consideration.

5.2 Masking Procedure

The wiremap is a distribution which contains the positions of all strips belonging to
clusters. The mean wiremap is the wiremap normalized to the number of processed
events and to the rate. The occupancy consists of the clusters’ center of gravity positions
normalized to the number of events. The example of an occupancy and a wiremap is shown
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in Fig. 5.1. The overall shape is determined by the beam pipe cut-out and the radial
decrease of particle density. At first glance occupancy and wiremap look almost the same,
but the wiremap has several advantages: it allows to locate problematic channels more
easily, which could not be used during clusterization, and it increases the accumulated
statistics by a factor of about 3.
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Figure 5.1: On the left, occupancy for chamber MS01++4. On the right, wiremap for chamber
MS01++4.

The masking procedure is based on the assumption that the average hit density of a
single chamber does not deviate too much from the average hit density of the station. The
average hit density of the station is defined as the sum of the wiremaps of all chambers in
one superlayer normalized to the number of events, the rate and the number of chambers
in the station. We can subdivide the procedure into the following steps:

1. In order to find completely dead chambers, the average hit density of an investigated
chamber µi is compared to the average hit density of the station µsl. The average
hit density for the chamber i can be written as

µi =
1

N

768∑

k=1

nk,i (5.1)

and for the station

µsl =
1

l ∗N

l∑

j=1

768∑

k=1

nk,j (5.2)

nk,i is the number of times charge is deposited on a strip k of a chamber i. The value
l denotes the number of chambers in the particular station and N is the number
of processed events. If the average hit density of a chamber is below 20% of the
average hit density,

µi ≤ 0.20 ∗ µsl, (5.3)

of the station all channels are marked as dead. In case it is above 140% all channels
are marked as hot

µi ≥ 1.40 ∗ µsl. (5.4)
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All chambers which are not hot and dead are further considered at steps 2 and 3.

2. At the next step, the search for dead and hot PCBs1 among the remaining chambers
is done. A sketch showing the distribution of PCBs over the chamber is shown in
Fig. 5.3. The hit densities for each single PCB are accumulated and three average
hit densities of a station (for each PCB) are calculated. The hit density thresholds
are optimized in order to take into account the shape of the wiremap:

• low C low
A =30%, high Chigh

A =150 % for PCB A

• low C low
B =50%, high Chigh

B =180 % for PCB B

• low C low
C =20%, high Chigh

C =140 % for PCB C

According to the following condition PCBs are marked as dead, hot and normal.

µPCB
i ≤ C low

m ∗ µPCB
station, (5.5)

µPCB
i ≥ Chigh

m ∗ µPCB
station. (5.6)

The value m denotes the type of PCB: A, B or C.

3. Finally, single strips are considered. For each strip, the average number of hits is
calculated. The average hit densities of the PCBs in similar positions in one station2

are calculated and normalized to the number of strips (256 stips are connected to
one PCB). If the hit density of the strip is below 20% or higher than 140% of the
average hit density of this PCB then the strip is marked as dead respectively as hot.
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Figure 5.2: On the left, wiremap for chamber MS01++4. On the right, wiremap with dark
color masked strips are shown for chamber MS01++4.

1To read out the 752 channels of one Inner Tracker chamber, six Helix chips are used. Two chips are
mounted on one common Printed Circuit Board (PCB).

2The mean wiremaps of a station of PCB is defined as wiremap accumulated by PCBs in all chambers
in the station.
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In order to produce masks for all chambers in one run, a sample of approximately
10.000 events is needed. Only runs without problems were considered. For some runs the
stability of the Inner Tracker high voltage during data taking was checked. Masks have
been produced for most of the minimum bias and triggered runs in 2002 - 2003.

Kapton Fan−Out

Helix PCB

A B C

Figure 5.3: Sketch of an ITR chamber indicating the distribution of PCBs over the chamber.

The mean number of masked strips in runs of 2002 are shown in table 5.1. The time
period between the run 200963 and 21072 is approximately four months. Fig. 5.2 shows
on the right the mask produced with the described masking procedure overlaid on top of
the associated wiremap.

Table 5.1: Percentage of masked channels in the inner tracker system. The first and the last
eight not connected strips are not counted (dead chambers are included).

Station run 20096 run 21072
MS01, % 7.1 8.8
MS10, % 50,35 53.68
MS11, % 16.54 16.87
MS12, % 14.2 16.62
MS13, % 60.28 61.30
MS14, % — 18.8
MS15, % — 57.6

The obtained masks are stored in the Data Base.
During running in 2002-2003 several chambers in the Inner Tracker system have shown

a rather bad performance. A typical wiremap for one of the problematic chambers is shown
in Fig. 5.4.

It was found that the resistance between neighboring strips on the Kapton Fanin
which connects MSGC and Frontend electronics was too low. It seems that the reason for

3In run 20096 MS14, MS15 were not available.
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Figure 5.4: On the left, a wiremap for chamber MS10++4. On the right, a wiremap with
masked strips shown in dark color for chamber MS10++4.

this behavior is due to the glue or the glueing procedure, used for bonding the chamber
to the PCB [16]. Fig. 5.4 shows a wiremap and the mask for an affected chamber.
The distribution on Fig. 5.4 at the right shows the masked channels (dark) overlaid on
top of the wiremap of the chamber. These masked regions have to be excluded for the
determination of the pure efficiency.

5.3 Track Selection

The track selection is essential for the efficiency estimation, because not properly recon-
structed tracks are the main source of bias for the final efficiency numbers. In order to
suppress this effect the selection cuts have been adjusted by Monte Carlo simulation. The
final selection criteria are described below.

Station MS01

The first superlayer of the Inner Tracker system is MS01, situated just behind the
silicon detector. For the efficiency estimation in this station tracks reconstructed in the
silicon detector are used. There are several reasons which motivate this choice:

1. no standalone tracking inside MS01 is possible because only four layers are available,

2. the distance between the silicon detector and MS01 is only a few centimeters and
the resolution of the VDS is nearly a factor 10 better than that of the ITR.

In order to reduce the number of wrongly reconstructed segments, which otherwise
could introduce a bias in the efficiency measurement, the following requirements are ap-
plied to the VDS segments used:

• at least 6 hits in the VDS detector,

• track fit χ2 probability larger than 0.05,
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• at least 2 confirming hits in MS01 (out of 3 possible).

The algorithm looks for confirmation hits within a search window around the predicted
impact point calculated using the parameters extrapolated from the last point of the
segment to the investigated plane. The size of the search window is chosen according to
the extrapolated covariance matrix of the segment.

PC region

The next part of the ITR is the “PC” region situated behind the magnet and in
front of the RICH vessel. It consists of four superlayers (MS10, MS11, MS12, MS13).
In this region the standard pattern recognition program is used. Hits of the investigated
layer are excluded for the pattern recognition program, in order to avoid a bias in the
efficiency calculation. Tracks reconstructed in the ITR have been used only if they fulfill
the following requirements:

• at least 14 hits in the PC region of the ITR,

• at least three crossed superlayers in the “PC” region,

• the track has to consist of matched ITR and VDS segments,

• track fit χ2 probability after refit larger than 0.05,

• momentum less than 100 GeV/c.

TC region

The last part of the ITR is situated in the “TC” region (between RICH and ECAL). It
consists of two superlayers (MS14, MS15). Only 24 chambers of the installed 48 chambers
are read out. No standalone pattern recognition in these chambers is available. The used
tracks should meet the following requirements:

• at least 11 hits in the ITR are used for the track reconstruction (excluding TC),

• at least 4 confirming4 hits in stations MS14 and MS15,

• the track segment reconstructed in the main tracker should have a matched VDS
segment,

• track fit χ2 probability after refit larger than 0.05,

• momentum less than 100 GeV/c.

For each selected track it is required that it has to traverse the sensitive volume of
the investigated chamber. The hit is defined as found if a cluster is found in a 3σ region
around the track parameter u extrapolated to the z plane of the investigated chamber, u
defined as u = x ∗ cosα + y ∗ cosα, where α is the rotation angle of the chamber. Sigma
is chosen equal to the expected error of the track parameter u obtained via extrapolation
of the track’s covariance matrix to the z plane of the chamber.

4The confirmation procedure is implemented in the same way as for MS01 superlayer.
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5.4 Efficiency of the Superlayer MS01

The most stable results were shown by chambers in station MS01. The station contains
16 chambers in four layers, which use the old Helix chips of version 2.1 which have not
been replaced during the shutdown in 2000-2002.

The efficiency of the chambers and the number of masked strips have been checked
for a running period of 6 weeks. For each run a sample of 50.000 events was considered
and a new mask was created.

The main factor which influenced the measured efficiency is some specific feature in
the Inner Tracker steering program. In case of sparks or cathode shorts the GEM voltage
setting of one chamber or a group of chambers is temporarily reduced to lower values.
This causes a lower efficiency of this group of chambers. Another possible bias could
come from ghost tracks produced by the VDS track reconstruction program. This is at
a negligible level with the applied cuts on the number of used VDS hits and the ITR
confirmation requirement.
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Figure 5.5: On the left, efficiency vs run for the chamber MS01 ++ 1. In the middle, signal
over noise vs run for chamber MS01 ++ 1. On the right, fraction of masked channels vs run
for chamber MS01 ++ 1.

The behavior of the efficiency with time for one of the chambers in MS01 is shown in
Fig. 5.5 on the left. The development in time of the signal over noise distribution for the
hits used in the efficiency calculation is shown in the middle plot. Fig. 5.6 shows that a
strong correlation exists between signal over noise and efficiency.

Runs with higher efficiency or better signal over noise ratio (S/N) correspond to mini-
mum bias data taking while the runs taken with dilepton trigger (most of the runs) show
a slightly lower efficiency. Such a behavior can be explained by a read-out instability
observed in triggered runs.

The stability of the number of masked channels for this particular chamber is shown
on the right plot in Fig. 5.5. As can be seen the distribution is flat and only in a few runs
more channels were masked. The deviation is in the order of a few percent. No indication
of performance degradation (for example, increase of the number of masked channels or
decreasing efficiency) can be observed.

The mean efficiencies for all chambers in MS01 are shown in Fig 5.8. As can be seen
80% of all chambers have efficiencies well above 90% with a standard deviation of the
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Figure 5.6: Correlation of measured efficiency versus signal over noise for the run 21056 for
chambers of the PC region. Statistical errors are shown as error bars.

order of 2-3%.

The “real” efficiency strongly depends on the number of masked strips in the chambers.
Figure 5.7 shows efficiencies for chambers of MS01 for the run 20794 with and without
mask.

To achieve the shown efficiency level the GEM voltages have been adjusted in 2000
and 2002, in order to compensate gain variations from the GEM foils. Further increase
of the GEM voltage parameters causes an operational instability without further increase
in efficiency.

5.5 Efficiency of the PC Superlayers

There are four ITR superlayers in the PC region, they consist of 96 chambers organaized
in 24 layers. The first and last superlayers consist of eight layers each. The two superlayers
in between have only four layers each.

In order to avoid the bias which can appear if the pattern recognition program uses
hits of the investigated chamber, a special version of the program was developed. Each
event is reconstructed 24 times and every layer is excluded once from the reconstruction,
in the excluded layer the efficiency estimation for all four chambers in the excluded layer
is done. The parameters and covariance matrices of the nearest end-points of segments
are extrapolated to the investigated z plane.

For the analysis a sample of 30.000 - 50.000 events is used for each run. For each run
a new mask is produced. The main contribution to the number of masked channels comes
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Figure 5.7: Efficiencies for all chambers of the superlayer MS01 for the run 20794. Efficiencies
measured with help of mask are shown with filled triangles and with transparent triangles
efficiencies measured without applying any masks. Statistical errors are shown as error bars.

from superlayers MS10 and MS13 (up to 60%).

As an example, the efficiency, S/N and number of masked channels over time are
shown in Fig. 5.9 for one of the relatively good chambers, MS10 +- 2. Some spikes are
seen in the distribution of masked channels, they are caused by low voltage problems for
half of the superlayer.

Drops of the high voltage in a group of chambers and problems caused by low voltage
power supplies lead to the effect that even for properly working chambers it was not
always possible to calculate the efficiency with sufficient statistic. In some areas the
reconstruction program was not able to find enough hits in order to reconstruct segments.

Figure 5.10 shows pure efficiencies for all chambers of PC superlayers. In the range
from 0 to 31, chambers of station MS10 are placed, the range from 32 to 63 corresponds to
the superlayers MS11 and MS12 and the rest are chambers of MS13. One can see that the
chambers in MS10 and MS13 show rather low efficiencies and large variations. Superlayers
MS10 and MS13 have approximately 40% chambers with rather low efficiencies and large
variations, this group mainly consist of chambers with only 10-20% of working channels.
Another influence on the efficiency is due to non perfect masks. The non perfect masks
can be produced for the chambers with rather low number of working channels ( only
10-20%) because it is difficult to distinguish between working and dead channels. In
addition, some of these channels work only sporadically.

With the help of the obtained numbers, a GEM voltage tuning was performed in order
to increase the efficiency of those chambers showing low efficiency. In some chambers the
efficiency could be increased (in the order of 10%). Figure 5.11 shows the raise of the
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Figure 5.8: Mean efficiency distribution for the MS01 superlayer. Standard deviations are
shown as error bars.

efficiency after GEM voltage increase for the chamber MS10 ++ 4. Approximately 80%
of the chambers did not show any change in the efficiency after a tuning of the GEM
voltage, one of these chambers is shown in Fig. 5.12. For approximately 5% of them the
increased voltage affected the operation stability. For those chambers the voltage was set
back to the original value.

5.6 Efficiency of the TC Superlayers

The TC area contains 2 superlayers with 6 layers each (MS14, MS15). Only three layers
in each superlayer are read out. The chambers are installed in such a way that in each
station a measurement in 00,+50,−50 layers is provided. They are foreseen for trigger
purposes and were first installed in 2001.

In the current setup the number of possible measurements, for the pattern recognition
in TC superlayers, is limited by three measurements per superlayer, this caused the deci-
sion not to extend the pattern recognition program to perform standalone reconstruction
in the TC chambers. To measure the efficiency in TC, tracks reconstructed in the PC
region of the tracker are used. This leads to the effect that the efficiency estimation de-
pends on the quality of the reconstruction in the PC region of the ITR because mainly
tracks reconstructed in this region are in the acceptance of the TC chambers. In order to
avoid ghost and badly reconstructed tracks confirming hits in TC chambers are required.

The search window, is defined with the help of the extrapolated covariance matrix with
additional corrections to compensate the remaining misalignment. The misalignment can
be expected because alignment of the TC chambers is based on the tracks reconstructed
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Figure 5.9: From left to right for the chamber MS10-+2: efficiency vs run number, signal
over noise vs run number, fraction of masked channels vs run number. For the efficiency plot
statistical errors are shown.

in the PC region and extrapolated over a rather large distance (≈ 4m). For this refining
some additional fitting procedure is needed. In the first iteration, the mean position ū of
the residual peak is calculated and only hits which fulfilled the following requirement

|uextrapol − uhit − ū| < 3σ

are counted as efficient hits, σ - size of a search window and uhit - measured hit position.

In each run a sample of 50.000 events corresponding to the period of stable operation
(background and interaction rate) is used.

The obtained numbers are shown in Fig. 5.13. The left part of the plot corresponds
to the chambers in station MS14 and the right to the chambers in MS15. The efficiency
of MS14 is about 90% and significantly better compared with MS15. Four chambers of
MS15 were switched off at that time period and two others showed efficiencies below 20%.
The variation of efficiencies for the proper working chambers are about 5%. The main
contribution to the inefficiency comes from hardware problems mentioned above and not
perfect masking for some chambers5 MS15 is equipped with several chambers which failed
to fulfill the requirements of the pre-installation tests, due to a lack of good chambers
these bad chambers had to be used.

The chambers of TC superlayers were foreseen to be used for purposes of SLT and
FLT triggers. To achieve a performance necessary for these purposes further GEM voltage
adjustments and the replacement of not working chambers would be needed.

5For some particular chambers it was not always clear whether the chamber is dead or not.
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Figure 5.10: Mean efficiency distribution for the PC superlayers. Standard deviations are
shown as error bars.

5.7 Test of the Algorithm with Monte Carlo

In order to estimate systematic errors and to define the accuracy of the hit efficiency
measurement algorithm a special tool for Monte Carlo data tuning was used. This tool
allows to apply efficiencies measured on MC data simulation. For the tests, the following
mean efficiencies were used:

• 90% for chambers of the MS01 ,

• 80 % for chambers of the PC region,

• 80 % for chambers of the TC region.

Hits in the Inner Tracker chambers are produced according to the applied mean efficiencies.
Neither global nor local misalignments for the ITR are applied.

On MC the same algorithm for hit efficiency measurement is used as on real data. The
selected sample of MC data contains 20.000 events and allows to achieve approximately
50.000 entries for each of MS01 chambers and 4.000 measurements for each of PC and
TC chambers. The obtained results are shown in Fig. 5.14. There are three plots which
illustrate the obtained efficiencies for MS01 superlayer, PC and TC area. The efficiencies
are constant for MS01 within about 1% and compatible with the applied efficiencies. In
the PC and TC chambers a deviation of about 2% are measured. These differences can
be explained by the limited statistic. The obtained efficiency numbers are summarized in
Table 5.2.
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Figure 5.11: From the left to the right for the chamber MS10 ++ 4: efficiency vs run, signal
over noise vs run, average GEM voltage vs run.

In order to check if the algorithm is able to deal with the ITR detector performances
of 2002, with the large number of dead regions and observed low efficiency in PC region,
a “realistic scenario” is applied:

1. for a particular run masks are produced and efficiencies for all chambers are calcu-
lated,

2. MIMPs6 which are situated in the masked regions are discarded,

3. hits are produced from the MIMPs with a probability equal to the efficiencies mea-
sured on data for each chamber.

After applying efficiencies and masks, the standard routine for efficiency estimation is
used. The obtained numbers are in agreement within about 2% with the efficiencies
applied during simulation.

This shows that the pattern recognition program and the routine for efficiency esti-
mation are robust enough to handle the real data and able to deliver reliable results.

MS01 PC TC
hit efficiency, % 89.98 81.72 80.01
efficiency variation, % 0.37 0.83 0.69
statistical error of efficiency, % 2.2 5.03 4.78

Table 5.2: Mean efficiencies, efficiency variations and statistical errors obtained on Monte
Carlo data with realistic settings.

6Monte Carlo Impact Point. The point in space where the sensitive volume of the detector is crossed
by a particle.
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Figure 5.12: From the left to the right for the chamber MS12 – 1: efficiency vs run, signal
over noise vs run, average GEM voltage vs run.

5.8 Summary

A method to measure the efficiency in all chambers of the Inner Tracker is described.
This method has been applied to real and simulated data. Possible sources of bias to
the estimated efficiency numbers have been investigated and found to be small. The only
problem not accounted completely for is the bias introduced by dead strips remaining
after masking. It can be seen from the large efficiency deviation for chambers with a very
large number of non working channels.

The measured average efficiencies for chambers which were not re-equipped during
the shutdown in 2001 vary between 90% and 95%. For chambers equipped with the new
version of Helix the efficiency is between 50% and 90%. These numbers are significantly
below the expected efficiency of 95% (this low efficiency seriously affects the track recon-
struction efficiency of the Inner Tracker system). In principle the hit efficiency of several
chambers can be improved by adjusting GEM voltages. However this is limited by the
required operational stability of those chambers.
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Figure 5.13: Mean efficiency distribution for the TC superlayers. Standard deviations are
shown as error bars.
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Chapter 6

V0 Inclusive Production Cross
Sections

Neutral strangeness production is an important probe for the study of fragmentation
processes. Two-body decays K0

S → π+π−, Λ → pπ−, Λ̄ → p̄π+ can easily be identified
due to abundant production, large branching ratios and long lifetime. These particles are
labeled as ’V0 decays’. The tracks of the decay products look like the letter “V” on bubble
chamber photos when they were first discovered.

In this chapter a measurement of the V0 production cross section of HERA-B is pre-
sented. The cross sections per nucleus are transformed to cross sections per nucleon and
compared to previous measurements. The analysis is performed with the minimum bias
data taken in December 2002 with three different target materials (C,Ti and W).

6.1 Monte Carlo Generation

The main goal of the simulation is to study the behavior of the HERA-B detector and to
obtain the acceptance correction function. The generation of Monte Carlo (MC) events
is done in two steps: first, particles produced in the primary interactions are generated
and then the particles are propagated through the simulated detector.

PYTHIA (version 5.7) and FRITIOF (version 7.02) [50, 48] are the generators used
at HERA-B to simulate events. PYTHIA internally makes use of the jet fragmentation
utilities of the JETSET [51] package. The PYTHIA package simulates the collisions of
nucleons (protons and neutrons), nuclear effects are not covered. After the simulation
of the primary interaction the remaining energy is passed into the FRITIOF simulation
package. FRITIOF is used for simulating nuclear effects.

HBGEAN [52] is the package used in HERA-B for detector simulation, it is a modified
version of the GEANT [49] package. At this step of the simulation all geometrical features
and materials of detector components of HERA-B are taken into account.

All particles produced by PYTHIA and FRITIOF are passed into HBGEAN and
propagated through the simulated detector. All traced particles are leaving Monte Carlo
Impact Points (MIMP) in the sensitive volumes of the detector (see Chapter 5). Energy
loss and multiple scattering are taken into account at this step according to the initial
particle momenta. All important information is stored in ARTE tables: MIMP table
for MIMPs, MTRA (MC tracks) table for generated particles and MVER (MC vertices)
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table for vertices. All these tables are linked with each other in order to provide easy
navigation.

Up to this point no information about efficiencies and resolutions of detector compo-
nents are taken into account. The information at this step can be treated as MC truth.

Simulated information is then digitized in a format so that it can be treated by the
reconstruction program in the same way as real data. At this stage realistic detector
performance can be simulated by applying efficiencies and dead channel masks. The
detector resolution is simulated by smearing the hit positions according to the resolution
measured on data.

To extract resolution and efficiencies of the Inner Tracker from Monte Carlo simula-
tion, several runs were selected (one run per minimum bias data taking period) and the
efficiencies and masks are produced with the procedure discussed in Chapter 5.

Output

Hit Preparation

p-N interaction PYTHIA

HBGEAN (detector simulation)

DATA MC

FRITIOF

Event Reconstruction

DAQ

Interactions with
detector components

Digitization

Figure 6.1: Schematic overview over data taking and simulation chains. The picture is based
on [54]

After digitization all tables (HITB, HITC (hits in ECAL) etc) are filled. They are
identical for MC and data, the identity makes it possible to treat data and MC in the
same way (to use the same reconstruction packages in both cases). Figure 6.1 shows the
path of data and MC in HERA-B.

6.2 Event Reconstruction

For the offline and online event reconstruction the same software framework ARTE (Anal-
ysis and Reconstruction Tool) [53] is used. This framework contains several packages
responsible for cluster finding, pattern recognition, track matching etc.
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The algorithm starts with hit preparation and filling the tables HITB, HITC etc.

At the next step standalone reconstruction in subdetectors and track finding starts.
For the track finding in the main tracker system the OTR/ITR CATS package is used
(see Chapter 4), and for pattern recognition in the Silicon detector a similar algorithm
is utilized. The obtained clusters and segments are filled into the corresponding tables
i.e. RSEG (reconstructed segments), RCCL (reconstructed ECAL clusters [17]), RHIT
(reconstructed hits).

After the standalone reconstruction is completed for all subdetectors, the information
is combined to complete tracks by the package MARPLE [22] and stored in the table
RTRA (Reconstructed TRAcks). Only tracks produced by matched VDS and ITR/OTR
segments are used for this analysis.

For the secondary and primary vertex finding GROVER (Generic Reconstruction Of
VERtices) [23] package is used. The package also includes a target wire following algorithm
for wire position refining. All vertices found are filled into the RVER (Reconstructed
VERtex) table.

All tables listed are linked with each other and for example it is possible to find out
which hits are used to reconstruct a segment or which hits are used in an ECAL cluster.

The event reconstruction chain is identical for MC and data and differs only in the
step of the hit preparation.

6.3 K0
S, Λ, Λ̄ Selection

The selection criteria are always a crucial point in an analysis chain. In order to select
appropriate cuts an optimization procedure was based on signal events from Monte Carlo
and background from data. In this section, the optimization procedure is explained and
the chosen cuts are presented.

6.3.1 Event Selection

In order to provide a fast event selection and rejection of nearly empty events the algorithm
starts with the following criteria:

1. an event should contain at least two tracks which are not marked as clones by the
clone removal algorithm [47],

2. at least one primary vertex consisting of more than three tracks or VDS segments
should be reconstructed in the event.

The RTRA table contains all possible combinations of track segments, this leads to the
fact that track segments can be used more than once. However, for the analysis purposes
it is important to have a sample of tracks with a low number of clones (see Chapter 4).
Therefore a standard procedure for clone removal was developed, based on the number
of hits used in the track and the χ2 of the track. The performance of the algorithm was
adjusted with the help of a K0

S reference data set (details about tests and the algorithm
can be found in [47]).
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6.3.2 Selection Cuts

To provide a fast background rejection the following cuts are used:

• Tracks which do not have VDS or Main Tracker segments are rejected by the cut
on the number of hits used in tracks from the tracking detectors. The distribution
of hits used for reconstruction of track segments in the VDS and Main Tracker
obtained on data are shown in Fig. 6.2.
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Figure 6.2: On the left, number of hits used in the Silicon detector for the track segment
reconstruction. On the right, number of hits used in the Main tracker (ITR+OTR) for the
track segment reconstruction. The chosen cut values are indicated by the vertical arrows.

• The next cut is based on the Distance of Closest Approach (DCA) between two V0

tracks. The idea of the DCA cut is to reject tracks which are far from each other
to speed up the selection algorithm.

• Cut on the vertex impact parameter. This cut selects the best primary vertex.

These three cuts can be understood as a soft preselection in order to reduce the amount
of data to be further processed.

The main cuts for extraction of V0 signals are DCA, impact parameter and flight path
cuts. In order to optimize these cuts studies on MC and data are performed. Efficiencies
versus applied cut distributions are shown in Fig. 6.3 for K0

S. The plots at the top show
the behavior of signal and background versus the applied cut. Signals are taken from
generated MC and the background is obtained from data. The lower plots show the
significances (S/

√
S +B) for these cuts.

To cut on the flight path of the V0 in the rest frame of the V0 candidate is the most
efficient possibility to get rid of shortlived background, coming from the target region.

A similar dependence of signal and background on the applied cuts was observed for Λ
and Λ̄, but as Λs are longer lived particles compared to K0

S (the flight path cut for K0
S is
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Figure 6.3: On the left, the dependence of signal and background on the cut on the applied
distance between two tracks is shown. In the middle plot, the dependence of signal and
background on the applied impact parameter cut. On the right, the dependence of signal and
background on the applied flight path cut. The chosen cut values are indicated by the vertical
arrows.

0.13 cm), the cut for them was increased to 0.39 cm, this corresponds to 5% of the flight
path of Λs.

All cuts are selected such that they are placed in the flat regions of the efficiency
curves. This allows us to be sure that if the V0 MC signals behave not exactly like in
data, additional systematic uncertainties are small.

6.3.3 Armenteros-Podolanski Plot

The kinematic properties of the V0 candidates can be illustrated by the Armenteros-
Podolanski plot. This is a two dimensional plot, of transverse momentum pt of the oppo-
sitely charged decay products with respect to the V0 versus the longitudinal momentum
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asymmetry α =
p+

l
−p−

l

p+
l

+p−
l

. The obtained distribution (see Fig.6.4) can be explained by the

fact that decay products of the K0
S → π+π− have the same mass and therefore their mo-

menta are distributed symmetrically on average, while for decays Λ → pπ−(Λ̄ → p̄π+)
the proton (antiproton) takes on average a larger part of the momentum and as a result
the distribution is asymmetric.

K0
S are kinematically indistinguishable from Λ/Λ̄ in the area where the corresponding

bands of the Armenteros-Podolanski plot overlap and contribute to the background in the
invariant mass distributions. A simple cut allows to remove these overlaps: all Λ and Λ̄
candidates are removed that fulfill aK0

S mass hypothesis in the mass range 0.48 GeV/c2 ≤
mK0

S
≤ 0.515 GeV/c2. The loss of V0 signals due to the cut at the Armenteros-Podolanski

plot is approximately 10-15%. The bands in the Armenteros-Podolanski plot can be
explained by the applied mass cut.
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Figure 6.4: On the left, the Armenteros-Podolanski plot forK0
S, Λ, Λ̄ candidates reconstructed

in run 20677. Right, the Armenteros-Podolanski plot after removal of overlap in the masses.

6.3.4 Summary of Used Cuts

The following selection criteria were used in the analysis to reject background and to
ensure a reliable event reconstruction:

1. for the reconstruction of each track, at least 5 hits in the Vertex Detector System
(VDS) and 5 hits in the Main Tracker (MT) have to be used,

2. tracks have to be marked by the clone removal algorithm as not being clones,

3. only opposite charged track pairs are considered,

4. for a quick rejection of track pairs a cut on the DCA between two V0 candidate
tracks is applied, cut at ≤ 0.12 cm.
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5. for every track pair, three mass hypotheses are checked:

(a) first the K0
S mass hypothesis is checked, with a cut at the calculated invariant

mass 0.428 GeV/c2 ≤ mK0
S

≤ 0.568 GeV/c2. It corresponds to approxi-
mately 10σ of the signal mass width (see table 6.3),

(b) at the next step Λ and Λ̄ hypotheses are examined, taking into account the
charge of the track with dominant momentum (in order to correctly assign the
masses of decay products), with invariant mass cut
1.10 GeV/c2 ≤ mΛ/Λ̄ ≤ 1.13 GeV/c2. It corresponds to approximately 8 σ
of the signal mass width (see table 6.3)

6. impact parameter cut of the V0 candidate to the closest primary vertex, cut at ≤
0.06 cm. This criteria is used also to select a primary vertex for the V0’s flight path
calculation.

7. the most powerful cut is the cut on the flight path (cτ) of the V0 candidate in the
V0 rest frame, cut at ≥ 0.13 cm for K0

S and cut at ≥ 0.39 cm for Λ, Λ̄ candidates.

8. all Λ and Λ̄ candidates which fulfill the K0
S mass hypothesis in the mass region

0.48 GeV/c2 ≤ mK0
S

≤ 0.515 GeV/c2 are removed

K0
S Λ Λ̄

Cut εSg, % εBg, % εSg, % εBg, % εSg, % εBg, %
Opposite charge requirement 100.0 – 100.0 – 100.0 –
Clone removal requirement 91.6 – 86.7 – 86.5 –
DCA ≤ 0.12 cm 97.2 15.1 94,9 18.2 96.0 17.6
Mass hypothesis 99.8 0.0 100.0 0.0 99.5 0.0
Impact Parameter ≤ 0.06 cm 93.3 51.6 90.8 47.1 89.5 49.
cτ ≥ 0.13 cm 90.6 98.7 91.6 94.9 89.8 95.2
K0

S indistinguishable from
Λ and Λ̄ removal 88.8 7.3 86.9 12.1 89.9 12.7
Over all 66.7 99.5 59.5 98.1 59.7 98.2

Table 6.1: Cuts applied to the minimum bias data sample, efficiency and rejection for each
cut for K0

S, Λ and Λ̄.

6.3.5 Detector Resolution

Using the full chain of the detector simulation, track reconstruction and V0 selection,
the resolution of the kinematic variables can be estimated. Fig. 6.5 shows residuals for
kinematical variables xF and p2

t for K0
S, Λ and Λ̄. The Feynman scaling variable (xF )

describes the longitudinal momentum Pz of the scattering product, expressed in terms of
the maximally possible momentum Pzmax,

xF =
Pz

Pzmax

. (6.1)
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The quoted resolutions are from fits of Gaussians to the residual distributions (see Fig.
6.5), they are summarized below:

σxF (K0
S
) = (0.32 ± 0.01) σp2

t
(K0

S
) = (2.5 ± 0.1) MeV 2/c2 (6.2)

σxF (Λ) = (0.47 ± 0.01) σp2
t
(Λ) = (3.2 ± 0.2) MeV 2/c2 (6.3)

σxF (Λ̄) = (0.46 ± 0.01) σp2
t
(Λ̄) = (4.7 ± 0.3) MeV 2/c2 (6.4)
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Figure 6.5: Top: Resulting residual distributions Xgen- Xrec for the xF variable of K0
S, Λ, Λ̄.

Bottom: Resulting residual distributions Xgen-Xrec for the p2
t variable of K0

S, Λ, Λ̄. Only V0

candidates which were selected by the same analysis algorithm are used for these plots.

The bin widths are chosen 0.015 for xF variable and 0.2 MeV2/c2 for p2
t .

6.4 Acceptance

In order to produce a cross section measurement effects of the detector acceptance have to
be corrected. For the proper acceptance determination, parameters like detector efficien-
cies and resolution are very important, because they can influence the track reconstruction
efficiency. For the simulation of the Innner Tracker performance, the efficiencies obtained
in the ITR performance studies and described in the Section 5 are used.

For the study of the acceptance of HERA-B 1,000,000 inelastic events for each target
wire, used during data taking in 2002, were generated with the HERA-B Monte-Carlo
chain, including the full detector simulation.

The overall acceptance can be subdivided into the geometrical acceptance and the
reconstruction efficiency. A V0 is considered to be in the geometrical acceptance of the



6.4. ACCEPTANCE 71

detector if its decay products pass through enough layers of tracking stations in the PC
area. In additional, the decay’s vertex has to be measured, which means the tracks
have to be measured by the Vertex Detector System. These requirements are checked
with the Monte Carlo Impact Points (MIMPs) and the decay position (z coordinate)
of the V0 candidate. A requirement on the number of crossed layers in the PC area is
needed, because a track with less than 5 MIMPs can not be reconstructed by the pattern
recognition program. The cut at the z position of the secondary vertex is based on the
plot shown in Fig. 6.6
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Figure 6.6: Reconstructed secondary vertex Z coordinate distribution for run 20678 taken with
Below I wire (Carbon). The cut applied in the analyzed events is indicated.

Finally, the requirements used for this study were:

1. tracks have to pass through at least one superlayer and produce at least 5 MIMPs
each in Main Tracker (Inner + Outer tracker),

2. the V0 has to decay before 155 cm from the target (ztarget − zvert.second.).

The geometrical description used for this acceptance study is valid for the detector
configuration used during data taking in 2002/2003 (both Inner Tracker and Outer Tracker
were fully installed and equipped). The resulting geometrical acceptance functions are
shown in Fig. 6.7.

For the cross-section calculation a full acceptance (geometrical acceptance plus recon-
struction efficiencies) function is needed. In order to obtain the full acceptance function,
the generated MC sample was reconstructed and distributions of the kinematical variables
(xF , p2

t ) are produced. Such variables are chosen because they are of special interest for
the fragmentation processes. The kinematical variables are plotted for reconstructed MC
and the original MC truth. The ratios of these distributions:

A =
XMC reco

XMC truth

, (6.5)
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Figure 6.7: Geometrical acceptances for V0s.

are the final acceptance functions (see Fig. 6.8).
The HERA-B spectrometer covers the central production region in the overall proton-

nucleon center of mass system. This can be seen from the acceptance plots as a function
of xF . The range -0.03 < xF < 0.01 is covered with an acceptance larger than 0.1 and
with lower acceptance it extends up to -0.12 and 0.04 for K0

S. Acceptances of Λs and
Λ̄s are approximately covering the same region with lower values ≈ 6% and the center
of gravity of the distributions are shifted more to the negative region compared to the
acceptance of the K0

S.

6.5 Luminosity Determination

In HERA-B several methods for luminosity determination are available [56]. The algo-
rithms used for luminosity determination of minimum–bias data taken in 2002/2003 are
discussed in this section. The luminosity L is the number of particles passing down the
line per unit time, per unit area, and can be expressed as:

L =
dN

dσ
, (6.6)

where dN is the number of particles per unit time passing through area dσ. At fixed
target experiments the luminosity is proportinal to the number of beam particles hitting
the target. The time integrated luminosity in case of HERA-B is defined as:

L =
Nproc

σproc

, (6.7)

where Nproc is the number of interactions of a process of a specific type in a given time
interval and σproc is the process cross section. The cross section of inelastic processes
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Figure 6.8: Acceptances for V0s, including geometrical acceptances and reconstruction effi-
ciencies. For the acceptance determination the standard MC sample for Below I wire (Carbon)
was used.

σinel dominates the total pN cross section for HERA-B energies. Therefore one uses for
the luminosity determination, the inelastic cross section as reference. Another advantage
is that σinel is known with a good accuracy and measured for a large variety of target
materials and beam energies. Taking into account the HERA proton bunch structure and
HERA-B setup of 2002/2003, the luminosity can be expressed as follows:

L =
NSLT

BX

σinel

λ, (6.8)

where NSLT
BX indicates how many times filled bunches crossed the target region and λ

is the mean number of interactions for filled bunches.
For the luminosity determination of the minimum bias data of 2002/2003 three differ-

ent methods were used:

1. Hodoscope counters. For the interaction rate measurement four pairs of scintillators
mounted in front of the ECAL are used, they are placed symmetrically around the
proton beam. Hodoscopes provide a good linearity between rate and mean number
of interactions but they have only a small acceptance.

2. ECAL energy sum method. The idea used in this method is that the mean total en-
ergy deposited in the ECAL is proportional to the average number of superimposed
interactions.

3. Primary vertex counting method and counting of tracks from primary vertices. The
algorithm is based on the assumption that the number of reconstructed primary
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vertices and the number of tracks assigned to the primaries scales linearly with the
average number of superimposed interactions.

Hodoscope counters

The rate in the HERA-B setup 2002/2003 was measured by four pairs of scintillators,
placed symmetrically around the beam pipe. Each counter has a geometrical acceptance
equal to approximately 0.15%. The acceptance of these counters has been calibrated
relative to a large acceptance hodoscope (≈ 54% acceptance). This large acceptance
hodoscope was temporary installed inside the magnet. Interaction rate measured by the
hodoscope counters can be expressed as follows

λ =
RHOD · ε
RBX

, (6.9)

where RHOD is the rate measured by the hodoscopes, ε is an acceptance correction factor,
RBX = 180R0/220 is the rate of the non-empty bunches crossing the target region and
R0 = 1/96 ns is the bunch crossing rate. However, there are several reasons why additional
sources for rate calculation are needed:

• The acceptance of the counters was measured in 1998. Later the large acceptance
hodoscope was removed to install the tracking stations. Therefore the acceptance
of the small counters has changed, since it is depending on the amount of material
in front of them.

• Sensitivity of the hodoscopes to non–interaction related background (coasting beam).

ECAL Energy Sum

The idea behind this method is that average energy measured in the ECAL propor-
tional to the mean number of superimposed interactions.

The average energy E(N) deposited by events with exactly N interactions is

E(N) =

Ntotal∑
i=1

EiI(ni ≈ N)

Ntotal∑
i=1

I(ni ≈ N)

, (6.10)

where Ntotal is the number of considered events, Ei is the total energy deposited in the
calorimeter per event and ni is the number of interactions per event. The mean energy
can be expressed as

Ē =
∞∑

i=1

E(N)P (N), (6.11)
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where P (N) is the distribution function for the number of interactions N with the mean
value λ. Assuming that the energy scale linearly with the number of superimposed inter-
actions, the mean number of interaction can be expressed as

λ =
Ē

E(1)
(6.12)

The assumed linearity of the ECAL energy with respect to the number of interactions
was checked by a Monte Carlo simulation and verified with experimental data. A typ-
ical distribution of the average energy dependence on the interaction rate for two wire
materials carbon and titanium, obtained on data, is shown in Fig. 6.9.
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Figure 6.9: Dependence of energy deposited in the ECAL as a function of the interaction rate
for carbon and titanium wire obtained with the help of rate scans.

For the purpose of determining the luminosity, special runs have been taken, in which
the interaction rate has been varied from the minimum till maximum value.

The energy of a single interaction can be determined from MC or data. A single
interaction can be tagged in the zero-rate limit (at low rate the probability to have multiple
interactions becomes negligible small), by requiring at least one cell with energy above
threshold, such event is called “tagged” event. Taking into account the assumption that
the number of interactions follows the Poisson statistics, the mean energy per tagged
event can be defined as a function of the parameter λ

< E >tagged=
λE(1)

1 − e−λε(1)
, (6.13)

where ε(1) is the efficiency to tag an event (measured on MC), E(1) is the energy
released with one interaction [57]. The energy E(1) is obtained from a fit to the mean
energy of tagged events using function 6.13

Vertex Detector System based method
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As an additional method the response of the Vertex Detector System is used. Assuming
that the number of reconstructed tracks and vertices scales linearly with the number of
interactions N , we can express λ in a similar way as in the case of the ECAL energy sum
method

λ =
< n >tracks

< n >
(1)
tracks

, (6.14)

< n >tracks is the average number of tracks assigned to vertices and < n >
(1)
tracks is the

average number of tracks assigned to one interaction. In order to extract the average
number of tracks for one interaction a similar function (6.13) as for the ECAL energy
sum method is used to fit the distribution of track multiplicity versus interaction rate.

The obtained numbers (εECAL, εvert, εIA trig) are used to calculate the total number of
filled bunches which crossed the target region and to correct the efficiencies of the applied
cuts. The NSLT

BX for each of the methods can be expressed as follows

NSLT
BX =

Ntape

1 − e−λ − e−λεIA trig
, (6.15)

where λ is the average number of interactions determined with the Hodoscope counters,

NSLT
BX =

NE>Ethr

1 − e−λεECAL − e−λεIA trig
, NSLT

BX =
Nvert>0

1 − e−λεvert − e−λεIA trig
. (6.16)

The λs are measured with random triggered data.
The numbers obtained with the different methods were compared for a set of runs

for different wires. The results of the comparison are shown in Fig. 6.10 for Tungsten
wire. The measurements obtained with the “mean” and “Poisson” method are in good
agreement. The estimated systematic error of the luminosity measurements is ≈ 10%.
The final luminosity numbers used in the analysis are listed in Appendix A.
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Figure 6.10: Distribution of the average number of interactions measured with VDS and ECAL
methods relative to the measurements obtained with Hodoscopes for the Tungsten wire [58].
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6.6 MC and Data Comparison

In order to understand differences between MC and data, a comparison of the main
kinematical variables is performed. For each bin an invariant mass distribution for the
corresponding V0 candidate is produced. All obtained distributions are fitted by a Gaus-
sian plus a polynominal of second order to describe the background. Finally in order
to simplify the comparison, distributions of kinematical variables for data and MC are
normalized to the same area.

The following kinematical variables are compared:

1. azimuthal angle (Φ) of the V0 candidate,

2. polar angle (Θ) of the V0 candidate,

3. Feynman x (xF ) of the V0 candidate in the center of mass system,

4. rapidity (y) of the V0 candidate in the center of mass system,

y =
1

2
ln
E + pz

E − pz

, (6.17)

5. squared transverse momentum (p2
t ) of the V0 candidate in the laboratory frame,

p2
t = p2

x + p2
y , (6.18)

6. momentum (p) of the V0 candidate in the laboratory frame,

7. flight path (flight) of the V0 candidate in the rest frame,

The distributions of xF and p2
t are of special interest for this analysis. In case of K0

S

MC and data show an agreement on the level of 10-20%. The simulated distribution of
xF for Λ is within 25% in agreement with data, p2

t distribution within 30%. The xF

distribution of Λ̄ demonstrated a better agreement, the maximum reached difference is o
f the order of 15%, in case of p2

t distribution it is 30%.
Above a p2

t of about 0.8 GeV 2/c2 the distributions for all three particles show large
differences between MC and data. Such behaviour is due to a simplified model used in
MC, p2

t spectra is simulated with one exponential. Data distributions indicate that it is
better described by two exponentials. This behavior is well known and was mentioned
already by [55].

6.6.1 ITR Contribution and Stability

The Inner Tracker participated during the minimum bias data taking in 2002-2003 and
the contribution from ITR tracks to V0 signal is estimated to be of the order of ≈ 20%.
Since the ITR data was used in the analysis the question about the performance stability
is very important. Studies of the ITR hit efficiency are described in Chapter 5.

For the acceptance and stability studies a special set of tracks is used. Tracks which
are reconstructed with the help of at least 10 hits found in the ITR are called tracks with

significant contribution from the ITR detector. This criterion is chosen because 10 ITR
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Figure 6.11: Comparison of K0
S properties in MC and data. (filled triangles: MC, empty

triangles: data.)
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Figure 6.12: Comparison of Λ properties in MC and data. (filled triangles: MC, empty
triangles: data.)
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Figure 6.13: Comparison of Λ̄ properties in MC and data. (filled triangles: MC, empty
triangles: data.)



6.7. V0 SIGNALS 81

1

10

10 2

10 3

10 4

10 5

0 5 10 15 20 25 30
 Number of hits

N
um

be
r 

of
 t

ra
ck

s

0

5000

10000

15000

20000

25000

-0.12 -0.1 -0.08 -0.06 -0.04 -0.02 0 0.02 0.04 0.06
 XF

 N
um

be
r 

of
 K

0 s

?

Figure 6.14: Left: distribution of the number of hits used in the Inner Tracker detector for
reconstruction of track segments (run 20768). The applied cut is indicated by the arrow. On
the right, the xF distribution for K0

S obtained with tracks with a large fraction of ITR hits
(dashed), overlapped with xF distribution obtained with all tracks.

hits correspond to approximately two superlayers crossed by a track. The distribution of
ITR hits used for track reconstruction is shown in Fig. 6.14 left.

For those tracks which fulfilled the requirement mentioned above, the xF distribution
for K0

S is shown in Fig. 6.14 (right plot), for comparison the xF spectrum for K0
S obtained

with all tracks is overlapped. The contribution of the ITR is mainly in the positive xF

region, and the fraction of V0s with large number of ITR hits is approximately 17-18%.
The next important point is the performance stability check. All runs which were

proposed for the analysis were checked and a decision about the usability was done based
on the following information: recorded module synchronization problems, power failures
and data performance plots from the off-line reconstruction DQ. In addition the number
of V0s reconstructed with large fraction of ITR hits (more than 10 hits) and the number of
V0s reconstructed with all tracks are plotted versus time. The distribution of the number
of reconstructed K0

S versus time obtained for one of the runs is shown in Fig. 6.15.
This run is one of the problematic runs, during it a power failure of MS13- and MS12+
happened. This failure can be seen as a drop of the number of K0

S reconstructed with the
help of the ITR tracks versus time at the middle plot.

Those runs which showed instabilities (like in the Fig. 6.15) are excluded from the
analysis. In all other runs ITR tracks were kept in order to increase the statistics and to
extend the kinematical acceptance.

6.7 V0 signals

The final V0 invariant mass distributions from the considered minimum bias data set for
all four wires are shown in Figures 6.16 and 6.17 (all above described cuts are applied).

Each invariant mass distribution is fitted with a Gaussian plus polynomial of second
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Figure 6.15: Number of K0
S reconstructed with all tracks (OTR+ITR) and number of K0

S

reconstructed with tracks with a large fraction of ITR hits in the run 20695. Each bin contains
approximately 50,000 consecutive events.

order. The obtained signals are summarized in table 6.2, the widths and the peak positions
in table 6.3.

Wire Inner II Inner I Below I Below II
Material Carbon Tungsten Carbon Titanium
N(events) 17,514,469 9,969,385 14,414,486 10,222,072
N(K0

S) 395,319. ± 880. 299,590. ± 773. 268,594. ± 817. 264,586. ± 721.
N(Λ) 82,830. ± 453. 70,139. ± 338. 56,832. ± 350. 59,759. ± 360.
N(Λ̄) 39,660. ± 559. 34,450. ± 343. 27,535. ± 277. 27,827. ± 291.

Table 6.2: V0 yield used in the analysis, based on runs taken in 2002.

Wire σK0
S
, MeV MK0

S
, MeV σΛ, MeV MΛ, MeV σΛ̄, MeV MΛ̄, MeV

Inner II 5.±0.01 497.14±0.01 1.8±0.01 1115.43±0.01 1.82±0.03 1115.7±0.06
Inner I 5.06±0.01 497.28±0.01 1.83±0.01 1115.61±0.01 1.82±0.02 1115.6±0.01
Below I 5.01±0.01 497.24±0.01 1.79±0.01 1115.63±0.1 1.77±0.02 1115.6±0.01
Below II 5.04±0.01 497.24±0.01 1.8±0.01 1115.62±0.01 1.81±0.02 1115.5±0.01

Table 6.3: Widths and peak positions of V0s obtained from the signal spectrums fits (signal
spectrums are shown in table 6.2).
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Figure 6.16: V0 signals found in the 2002/2003 minimum bias data set. From the top to the
bottom: invariant mass distributions for K0

S, Λ and Λ̄ candidates for runs taken Inner I and
Inner II wires.
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Figure 6.17: V0 signals found in the 2002/2003 minimum bias data set. From the top to the
bottom: invariant mass distributions for K0

S, Λ and Λ̄ candidates for runs taken Below I and
Below II wires.
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6.8 Cross Section

The production cross section for V0 particles in the acceptance of the HERA-B detector
can be expressed as follows:

σV0
=

1

Br(V0)L

∫∫
N(p2

t , xF )

ε(p2
t , xF )

dp2
t dxF (6.19)

where N(p2
t , xF ) is the number of observed V0s in bins of p2

t and xF and ε(p2
t , xF ) is the

total acceptance which includes geometrical acceptance of the detector and reconstruction
efficiency (see Section 6.4) for the considered kinematical range. The branching ratios
Br(V0) are taken from Ref. [60] , and L is the luminosity which has been calculated for
each wire separately, as it is described in 6.5.

The inclusive differential cross section per nucleon dσpA/dxF for various targets and
target materials are shown in Table 6.4 for the xF range [-0.12,0]. The inclusive differential
cross section per nucleon dσpA/dxF for various targets and target materials are shown in
Table 6.5 for the positive xF range.

Particle Target dσpA/dxF (mb) σpA (mb)

C 337.1 ± 17.6 ± 60. 135.2 ± 7.1 ± 20.5
K0

S Ti 1709.2 ± 95.3 ± 227.8 693.7 ± 38.7 ± 92.5
W 4521.2 ± 241.3 ± 617.4 1835. ± 98. ± 250.8

C 85.6 ± 4.4 ± 15.1 61.2 ± 3.2 ± 11.
Λ Ti 428.3 ± 22.9 ± 67.1 306.2 ± 16.4 ± 47.9

W 1078.2 ± 55.9 ± 194.1 767.9 ± 39.9 ± 138.2

C 42.1 ± 2.3 ± 6.5 14.8 ± 0.8 ± 2.7
Λ̄ Ti 185.5 ± 11.9 ± 35.3 73.9 ± 4.2 ± 14.9

W 550.7 ± 29.7 ± 85.4 193.4 ± 10.4 ± 36.0

Table 6.4: The inclusive differential cross sections for the −0.12 ≤ xF < 0 range for the
production of K0

S, Λ and Λ̄ particles. The total cross sections obtained by extrapolation to
the −1. ≤ xF ≤ 1 range are listed.

In order to be comparable with results from other experiments the obtained cross
sections have to be extrapolated to the full xF range [-1.,1.]. The extrapolation was
based on the measurements in the negative xF region by using the parameterization
dσpA/dxF ∝ (1 − xF )n [62]. The parameter n is constant and values for different strange
particles are taken from the measurements of inclusive strange-particle production done
by other experiments [61]. The resulting production cross sections σpA for V0 are listed
in Table 6.4.

The differential cross sections dσpA/dp
2
t are listed in Table 6.7. The results are plotted

in Fig. 6.18, fits are done by the function

dσpA

dp2
t

= σBexp(−Bp2
t ), (6.20)

where B is a parameter independent from xF and p2
t [63]. Measured parameter B for

different target materials are listed in Table 6.6. The measured p2
t spectra is well described

by the Eq. 6.20.
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4xF C Ti W

K0
S

0. - 0.015 665.3 ± 7.5 ± 133.1 3056.5 ± 41.8 ± 611.3 7850.4 ± 71.7 ± 1570.1
0.015 - 0.03 648.3 ± 14.5 ± 129.7 2878.1 ± 78.9 ± 575.6 7439.9 ± 137.2 ± 1487.8
0.03 - 0.045 665.9 ± 33.1 ± 133.2 2773.3 ± 177.6 ± 554.6 6757.9 ± 289.9 ± 1351.6
0.045 - 0.06 626.8 ± 65.2 ± 125.4 3387.6 ± 554.7 ± 677.5 8482.1 ± 861.5 ± 1696.4

Λ
0. - 0.015 171.2 ± 8.3 ± 34.2 1149.3 ± 78.1 ± 229.8 2595.1 ± 102.4 ± 519.2

0.015 - 0.03 236.2 ± 19.6 ± 47.2 1217.6 ± 131.8 ± 243.5 2947.2 ± 188.3 ± 589.4
0.03 - 0.045 269.5 ± 44.5 ± 53.9 1327.1 ± 257.6 ± 265.4 4412.2 ± 588.2 ± 882.4

Λ̄
0. - 0.015 108.1 ± 6.4 ± 21.6 533.3 ± 41.1 ± 106.6 1345.9 ± 67.1 ± 269.2

0.015 - 0.03 111.5 ± 11.4 ± 22.3 646.1 ± 87.3 ± 129.2 1352.9 ± 112.7 ± 270.6
0.03 - 0.045 105.5 ± 17.9 ± 21.1 917.5 ± 277.4 ± 183.5 2263.7 ± 420.2 ± 452.7

Table 6.5: The inclusive differential production cross section dσpA/dxF in mb for K0
S, Λ and

Λ̄ particles measured on three different targets for positive xF range.

B(GeV/c)−2

C Ti W
K0

S 3.3 ± 0.3 3.1 ± 0.3 3.1 ± 0.3
Λ 2.1 ± 0.2 2. ± 0.3 2.0 ± 0.2
Λ̄ 2.3 ± 0.2 2.1 ± 0.2 2.1 ± 0.2

Table 6.6: The values of the parameter B obtained by fitting the differential cross section.

The differential production cross sections dσpA/dp
2
t dxF are listed in Table 6.8-6.10.

Only statistical errors are quoted here.

The ratios of production cross sections from the measurements listed above for mid-
rapidity for Carbon wire are

σ(K0
S)

σ(Λ)
= 5.9 ± 0.3,

σ(Λ̄)

σ(Λ)
= 0.68 ± 0.07.

Fig. 6.19 shows the ratios for all three different target materials used.

The dependences of production cross sections on the atomic number of the target
material are shown in Fig. 6.20 and fitted by the σpA ∝ Aα. Production cross sections
and α obtained from the fit are listed in Table 6.11.

The production cross sections per nucleon as a function of the atomic number of the
target material are shown in Fig. 6.21

6.8.1 Systematic Errors

The following sources of systematic errors are considered in the analysis:
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4 p2
t C Ti W

K0
S

0. - 0.2 327.1 ± 16.6 ± 55.6 1549.5 ± 79.3 ± 263.4 4042.8 ± 204.4 ± 687.2
0.2 - 0.4 121.2 ± 6.2 ± 20.6 580.7 ± 30.2 ± 98.7 1542.1 ± 78.6 ± 262.1
0.4 - 0.6 56. ± 2.9 ± 9.5 281.2 ± 15.2 ± 47.8 743.8 ± 38.5 ± 126.4
0.6 - 0.8 29.5 ± 1.6 ± 5. 146.5 ± 8.3 ± 24.9 415.1 ± 22. ± 70.5
0.8 - 1.0 18.2 ± 1.1 ± 3.1 93.3 ± 5.8 ± 15.8 253.3 ± 14. ± 43.01
1.0 - 1.2 11.1 ± 0.7 ± 1.8 67.7 ± 4.9 ± 11.5 169.7 ± 9.9 ± 28.8

Λ
0. - 0.2 81.2 ± 4.5 ± 13.7 494.9 ± 28.1 ± 84.1 919.7 ± 48.7 ± 156.3
0.2 - 0.4 50.6 ± 2.8 ± 8.6 296.7 ± 17.1 ± 50.4 577.9 ± 30.7 ± 98.2
0.4 - 0.6 32.7 ± 1.9 ± 5.5 179.1 ± 11.2 ± 30.4 430.8 ± 23.9 ± 73.2
0.6 - 0.8 20.7 ± 1.4 ± 3.5 114.7 ± 8.1 ± 19.5 269.1 ± 15.9 ± 45.7
0.8 - 1.0 14.8 ± 1.1 ± 2.5 90.1 ± 8. ± 15.3 221.7 ± 14.6 ± 37.7
1.0 - 1.2 12.3 ± 1.2 ± 2.1 77.1 ± 8.8 ± 13.1 142.6 ± 10.7 ± 24.2

Λ̄
0. - 0.2 25.1 ± 1.5 ± 4.2 118.2 ± 7.2 ± 20.1 317.2 ± 17.6 ± 53.9
0.2 - 0.4 16.1 ± 0.9 ± 2.7 79.6 ± 4.9 ± 13.5 200.2 ± 11.1 ± 34.
0.4 - 0.6 9.7 ± 0.6 ± 1.6 51.3 ± 3.5 ± 8.7 126.6 ± 7.4 ± 21.5
0.6 - 0.8 6.1 ± 0.4 ± 1. 27.5 ± 2.2 ± 4.6 87.6 ± 5.6 ± 14.8
0.8 - 1.0 3.5 ± 0.3 ± 0.5 19.9 ± 2.1 ± 3.3 56.7 ± 4.1 ± 9.6
1.0 - 1.2 2.6 ± 0.2 ± 0.4 19.1 ± 2.6 ± 3.2 36.8 ± 3.1 ± 6.2

Table 6.7: The inclusive differential production cross section dσpA/dp
2
t in mb/(GeV/c)2

for K0
S, Λ and Λ̄ particles measured on three different targets. The p2

t bins (4 p2
t ) are in

(GeV/c)2.

• In order to understand the errors in the efficiency estimation, the selection criteria
were varied within their measured resolution. As well, a dependence of the V0

reconstruction on the event multiplicity was investigated. These two effects are
summed into the efficiency estimation systematic error σeff of 5%.

• The limited MC statistic contributes into systematic error σstat 2%.

• The bias which is coming from the not proper described data behavior in simulated
events is estimated by re-weighting the MC p2

t and xF distributions, this results into
a 10% systematic error σmc

• For the background fitting of the invariant mass distributions different functions
were used and also bin sizes in xF and p2

t were varied. This results in a change of
the cross section in the order of 3% σfit .

• The integrated luminosity was determined with 3 different methods, the obtained
results differ within 5-10%. Conservatively an error of σLumi=10% is included in the
total systematic uncertainty.
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K0
S (Carbon)

4xF

-0.12 - -0.1 - - - - - -
-0.1 - -0.08 - - - - 27.3 ± 5.1 15.2 ± 2.5
-0.08 - -0.06 - - 115. ± 22.1 55. ± 5. 37.5 ± 5.2 22.6 ± 2.8
-0.06 - -0.04 - 280. ± 22.5 152.1 ± 7.3 77.6 ± 5.1 45.6 ± 2.5 37.2 ± 2.8
-0.04 - -0.02 1162.1 ± 32. 452.5 ± 10.1 210.4 ± 5. 110. ± 5. 70. ± 5. 37.2 ± 2.8
-0.02 - 0.0 1787.1 ± 20.8 602.5 ± 10.3 255.3 ± 7.5 130. ± 5. 72.5 ± 5.1 47.1 ± 2.9

Λ (Carbon)

xF

-0.12 - -0.1 110.1 ± 10.6 50.4 ± 2.6 32.8 ± 5.2 20.8 ± 2.6 10.4 ± 2.7 10.4 ± 2.5
-0.1 - -0.08 120.5 ± 7.8 75.3 ± 5.2 37.5 ± 2.6 17.5 ± 2.3 25.1 ± 5.2 12.5 ± 2.7
-0.08 - -0.06 120.8 ± 7.3 72.9 ± 5.4 42.7 ± 2.3 32.8 ± 5.2 20.1 ± 2.6 15.6 ± 2.1
-0.06 - -0.04 157.3 ± 7.9 80.2 ± 5.6 65.2 ± 5.2 35.1 ± 2.5 17.7 ± 2.1 20.8 ± 5.2
-0.04 - -0.02 195.7 ± 10.4 117.4 ± 4.2 70.8 ± 6.2 40.1 ± 3. 32.8 ± 5.3 23.4 ± 6.2
-0.02 - 0.0 282.5 ± 22.9 130.2 ± 5.4 80.3 ± 5.4 50.2 ± 5.3 37.6 ± 5.1 25.1 ± 5.1

Λ̄ (Carbon)

xF

-0.12 - -0.1 47.3 ± 6.1 28.7 ± 4.1 11.9 ± 2.6 6.5 ± 1.7 5.3 ± 1.4 5.4 ± 1.9
-0.1 - -0.08 55.6 ± 4.8 29. ± 3.1 12.3 ± 2. 10.9 ± 2.4 8.7 ± 2.4 5.8 ± 1.8
-0.08 - -0.06 87.7 ± 5.8 40.7 ± 3.5 24.4 ± 2.9 12.7 ± 1.9 7.4 ± 1.6 6.7 ± 1.7
-0.06 - -0.04 75.8 ± 5.2 50.5 ± 3.6 42.5 ± 4. 20.8 ± 2.6 23.4 ± 4.8 7.3 ± 1.8
-0.04 - -0.02 106.8 ± 7.5 66.4 ± 4. 31.9 ± 2.5 28.5 ± 3.2 15.6 ± 2.5 11.4 ± 2.4
-0.02 - 0.0 139.3 ± 15.6 76.1 ± 5.2 46.4 ± 3.6 26.8 ± 3.1 14.5 ± 2.5 7.8 ± 1.9

4 p2
t 0. - 0.2 0.2 - 0.4 0.4 - 0.6 0.6 - 0.8 0.8 - 1.0 1.0 -1.2

Table 6.8: The differential production cross section dσpA/dp
2
t dxF in mb/(GeV/c)2 for K0

S, Λ and Λ̄ particles measured on carbon target.
The p2

t bins (4 p2
t ) are in (GeV/c)2.
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K0
S (Titan)

4xF

-0.12 - -0.1 - - - - - -
-0.1 - -0.08 - - - - 311.3 ± 116.1 101.3 ± 28.3
-0.08 - -0.06 - - 341.8 ± 70. 323.7 ± 35.7 206.3 ± 27.1 155.1 ± 25.3
-0.06 - -0.04 - 1736.7 ± 157.4 708.6 ± 36.1 399.6 ± 24.5 248.3 ± 20.7 204.2 ± 24.2
-0.04 - -0.02 5536.5 ± 164.3 1970.6 ± 46.1 1074.2 ± 36.9 481.3 ± 22.8 340.9 ± 24. 256.8 ± 26.7
-0.02 - 0.0 8060.6 ± 96.1 3524.4 ± 67.3 1217.7 ± 37. 570.4 ± 25.1 369.3 ± 23.7 241.7 ± 22.5

Λ (Titan)

xF

-0.12 - -0.1 462.6 ± 42. 221.8 ± 19.4 186.3 ± 27.1 77.3 ± 13.8 84.7 ± 21.5 -
-0.1 - -0.08 537.4 ± 32.8 354.1 ± 27.6 210.5 ± 23.6 179.6 ± 29.9 96.5 ± 22.3 59.8 ± 17.3
-0.08 - -0.06 605.7 ± 35. 418.4 ± 28.7 262.2 ± 25.3 174.4 ± 23.6 133.3 ± 26. 49.4 ± 10.1
-0.06 - -0.04 821. ± 43.7 416.6 ± 25.1 284.7 ± 24.4 254.2 ± 32.8 181.7 ± 33.6 67.2 ± 13.4
-0.04 - -0.02 948.5 ± 56. 483.7 ± 28.3 287.1 ± 22.6 204.9 ± 22.4 239.3 ± 39.9 129.8 ± 29.5
-0.02 - 0.0 1224.2 ± 111.6 610.9 ± 41.9 396.1 ± 33.1 235.3 ± 26.5 149. ± 25.6 109.1 ± 28.4

Λ̄ (Titan)

xF

-0.12 - -0.1 80.1 ± 10.5 147.9 ± 21. 40.5 ± 8.2 23.5 ± 6.3 - -
-0.1 - -0.08 120.9 ± 11.4 147.8 ± 16.6 75.5 ± 12. 48.4 ± 9.7 33.2 ± 9.3 11.5 ± 4.1
-0.08 - -0.06 285.7 ± 22.2 131.2 ± 12.1 85.9 ± 11. 77.2 ± 13.5 50.4 ± 11.6 35.1 ± 10.8
-0.06 - -0.04 296.9 ± 20.4 221.5 ± 17.2 143.7 ± 14.8 84.5 ± 12.2 42.7 ± 7.6 56.1 ± 18.5
-0.04 - -0.02 512.1 ± 38.3 352.6 ± 25.9 233.5 ± 24.3 136.5 ± 18.1 102.9 ± 19.1 56.6 ± 13.1
-0.02 - 0.0 674.6 ± 84.1 320.1 ± 25.7 255.6 ± 25.6 141.4 ± 19.3 109.1 ± 22.1 59.1 ± 18.9

4 p2
t 0. - 0.2 0.2 - 0.4 0.4 - 0.6 0.6 - 0.8 0.8 - 1.0 1.0 -1.2

Table 6.9: The differential production cross section dσpA/dp
2
t dxF in mb/(GeV/c)2 for K0

S, Λ and Λ̄ particles measured on titan target.
The p2

t bins (4 p2
t ) are in (GeV/c)2.
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K0
S (Tungsten)

4xF

-0.12 - -0.1 - - - - - -
-0.1 - -0.08 - - - - 329.9 ± 47.4 292.1 ± 43.2
-0.08 - -0.06 - - 946.1 ± 157.4 685.2 ± 47.4 441.0 ± 32.6 365.1 ± 33.4
-0.06 - -0.04 - 3639.5 ± 200.1 1858.8 ± 62.2 1143.2 ± 46.2 659.9 ± 35. 477.7 ± 30.8
-0.04 - -0.02 13966.4 ± 292.9 5362.3 ± 86.2 2616.8 ± 58.5 1357.1 ± 42.3 895.3 ± 38.1 582.2 ± 34.1
-0.02 - 0.0 19801.5 ± 161.1 6978.4 ± 91.8 3158.2 ± 63.3 1747.6 ± 50.5 1008.3 ± 41.1 632.9 ± 35.3

Λ (Tungsten)

xF

-0.12 - -0.1 1191.1 ± 73.4 629.7 ± 37.8 424.6 ± 35.1 316.7 ± 37.3 185.5 ± 29.1 126.3 ± 25.1
-0.1 - -0.08 1216.5 ± 50.3 784.7 ± 38.3 568. ± 40.1 411.7 ± 39. 353.9 ± 47.2 306.6 ± 61.6
-0.08 - -0.06 1623.1 ± 58.7 878.4 ± 38.2 622.9 ± 37.3 433.1 ± 33.3 439.4 ± 48.6 259.3 ± 38.
-0.06 - -0.04 1829.8 ± 64.5 1009.1 ± 39.2 842.6 ± 45.8 450.2 ± 31.5 457.2 ± 44.7 251.6 ± 31.1
-0.04 - -0.02 2759.3 ± 110.1 1376.5 ± 50.2 811.4 ± 39.8 559. ± 36.8 493.5 ± 47.2 342.1 ± 42.2
-0.02 - 0.0 3261.2 ± 204.9 1713.6 ± 76.8 1069.5 ± 57.2 613. ± 43.3 472.5 ± 49. 342.4 ± 54.4

Λ̄ (Tungsten)

xF

-0.12 - -0.1 237.7 ± 27.4 236. ± 24. 177.9 ± 23.1 122.6 ± 22.7 63.8 ± 14.5 58. ± 13.6
-0.1 - -0.08 260.8 ± 20.6 428.6 ± 34.3 293.5 ± 29.5 151.7 ± 21.1 109.1 ± 19.5 67.3 ± 15.7
-0.08 - -0.06 888. ± 45.9 468.8 ± 28.2 280.6 ± 24. 183.1 ± 20.7 137.2 ± 19.3 114.6 ± 22.5
-0.06 - -0.04 978.8 ± 46.2 567.3 ± 29.9 345.7 ± 22.5 329.8 ± 32.2 189.1 ± 23.7 134. ± 22.
-0.04 - -0.02 1369.8 ± 71.7 818.5 ± 37.6 474.1 ± 28.7 347.7 ± 27.8 277.3 ± 30.8 138.8 ± 18.2
-0.02 - 0.0 1385.8 ± 124.2 939.8 ± 50.9 543.8 ± 35.1 370.2 ± 30.1 247.3 ± 29.9 247.6 ± 47.6

4 p2
t 0. - 0.2 0.2 - 0.4 0.4 - 0.6 0.6 - 0.8 0.8 - 1.0 1.0 -1.2

Table 6.10: The differential production cross section dσpA/dp
2
t dxF in mb/(GeV/c)2 for K0

S, Λ and Λ̄ particles measured on tungsten
target. The p2

t bins (4 p2
t ) are in (GeV/c)2.
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Figure 6.18: The differential production cross sections dσpA/dp
2
t for V0 for three target ma-

terials (Carbon, Titanium and Tungsten).
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Figure 6.19: The ratio of σ(Λ̄)/σ(Λ) determined at mid-rapidity for the used targets.

• In order to extract dσ/dp2
t the differential cross section is extrapolated to the full

xF range with the equation

d2σ

dp2
t dxF

= C (1 − |xF |)n exp(−B p2
t ) (6.21)

where the parameter n is determined experimentally [61]. By varying the parameter
n the induced systematic error of the extrapolation σextrap is estimated to be in the

K0
S Λ Λ̄

σpN (mb) 13.2 ± 0.91 ± 2.3 6.5 ± 0.57 ± 0.94 1.6 ± 0.17 ± 0.28
α 0.961 ± 0.026 0.927 ± 0.021 0.93378 ± 0.026

Table 6.11: Production cross section per nucleon for V0 and results of the dependences of
production cross sections on the atomic number.
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Figure 6.20: The V0 total production cross section as a function of atomic mass A of the
target material. The solid lines show fits by the σpA ∝ Aα function.
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Figure 6.21: The V0 total production cross section per nucleon as a function of atomic mass
A of the target material.

order of 15% for K0
S, Λ and Λ̄ .

To obtain the total systematic error, the errors are combined in the following way

σsys
tot =

√
σ2

eff + σ2
stat + σ2

mc + σ2
fit + σ2

Lumi + σ2
extrap (6.22)

The presented analysis is clearly dominated by systematic errors. A systematic error
due to the deviations in the p2

t and xF can be reduced by improving the kinematical model
used for V0 generation, for example by introducing two slopes into the p2

t distribution, as
was mentioned above. A further improvement of the detector description in simulated
events is needed. All sources of the systematic errors are listed in the Table 6.12.
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Source of systematic error error, %
Selection criteria 5.
Limited MC statistic 2.
Not proper described behaviour of p2

t and xF 10.
Bin size and fit function 3.
Luminosity determination 10.
Extrapolation to the full xF range 15.

Table 6.12: Sources of the systematic errors contributed to the final systematic error.

6.9 Summary

The results of the inclusive production cross section of V0 strange particle measurements
using the HERA-B detector were presented. The V0 cross sections were determined using
the information from the tracking stations of VDS and Main tracker for three types of
target material, carbon , titanium and tungsten, in the squared transverse momentum
range of 0. < p2

t < 1.5 (GeV/c)2 and in the Feynman scaling variable (xF ) range −0.12 <
xF < 0..

The cross section analysis consist of the following main steps:

• A detailed quality check was performed for the ITR data for all runs considered in
the analysis.

• The geometrical acceptance and reconstruction efficiency were estimated by using
Monte Carlo simulation. The overall efficiency to reconstruct the V0 was found to
be about 10% for K0

S and 5% for Λ(Λ̄).

• The backgrounds to the V0 mass peaks were subtracted by a polynomial fit of the
background spectrum.

Various sources of systematic uncertainties, such as luminosity determination, V0 back-
ground subtraction and MC description of data especially p2

t and xF kinematical variables
were estimated.

The V0 cross sections per nucleon were fitted for the three target materials using a
functional dependence σ ∝ Aα. The exponent α was measured to be 0.932 ± 0.081. The
value for the K0

S inclusive production cross section provided by the Annecy(LAPP) [64]
experiment for

√
s = 52.5 GeV is in agreement with the measurements presented in this

work. The cross section for Λ is in agreement with the numbers provided by ISR at√
s = 53 GeV and

√
s = 62 GeV [65]. Comparisons of the V0 inclusive production cross

section and the ratio of production cross sections σ(Λ̄)/σ(Λ) determined at mid-rapidity,
with other experiments is shown in Fig.6.22 and in Fig.6.23

The presented analysis illustrates a good understanding of the HERA-B detector per-
formance during data taking 2002/2003. It also demonstrates that results of HERA-B
can significantly contribute to the V0 inclusive cross section measurements and help to
better understand the strange particle production mechanism.
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Chapter 7

Conclusion

The HERA-B experiment located at the HERA collider at DESY, was designed and built
to measure CP violation in the system of neutral B mesons. HERA-B has the typical
setup of a forward magnet spectrometer with a fixed multi-wire target. The experiment
is designed to cope with large particle fluxes up to 107s−1cm−2.

Based on the data taken in the running period 2000 it was concluded that the perfor-
mance of the default pattern recognition package RANGER is not at the sufficient level,
especially for the Inner Tracker system. This motivated the development of an alternative
track reconstruction package OTR/ITR-CATS for the Pattern Tracker of the HERA-B
experiment. This package employs a combined approach for track reconstruction based
on the use of a cellular automaton for track searching and the Kalman filter technique
for track fitting. Comprehensive tests of the package have shown high reconstruction ef-
ficiency, good accuracy of track parameter estimates, a reasonable behavior of CPU time
consumption. Based on the demonstrated performance CATS has been chosen as the new
default pattern recognition package. The algorithm was successfully used during online
data taking and offline reprocessing of the collected data in the years 2002 and 2003.

During the running period 2002/03 the performance of the Inner Tracking system was
estimated. A method was developed to measure the hit efficiency for the Inner Tracker
system. The applied procedure was based on the developed pattern recognition algorithm.
During running in 2002-2003 several chambers of the Inner Tracker system demonstrated
rather low efficiency, due to a low resistance between neighboring strips on the Kapton
FanIn. For chambers which were not affected by the above mentioned problem, the
efficiency varies between 90% and 95%. Affected chambers showed efficiencies between
50% and 90%.

In the second part of this thesis, the results of a measurement of the inclusive produc-
tion cross section of K0

S, Λ and Λ̄ particles using the HERA-B detector were presented.
The geometrical acceptance and reconstruction efficiency were estimated by using Monte
Carlo simulation. The overall efficiency to reconstruct the V0 was found to be about 10%
for K0

S and 5% for Λ(Λ̄). Various sources of systematic uncertainties, such as luminosity
determination, MC description of data especially p2

t and xF kinematical variables were
estimated. The V0 cross sections were measured for three types of target material, car-
bon , titanium and tungsten. Dependence of the total cross section σpA on the target
atomic mass is measured. Obtained inclusive production cross sections were compared
with results of other experiments.
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The obtained measurements in the negative xF region will provide important input to
the theories which are needed for the study of fragmentation processes.
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Appendix A

Runs used in the analysis

Run Wire Trigger type N(events) luminosity, mb−1

20668 below I RE 2.288.926 9715.
20677 below I RE 4.568.646 20392.
20678 below I RE 5.121.506 22795.
20768 below I RE 2.435.408 10697.
20682 below II RE 5.497.551 8884.
20695 below II RE 4.724.521 7562.
20747 inner I RE 6.219.769 3751.
20749 inner I RE 3.898.581 2342.
20474 inner II R 4.034.174 18572.
20478 inner II R 8.209.809 37887.
20507 inner II R 5.270.486 23407.

Table A.1: Integrated luminosity of runs used in the analysis.
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